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ABSTRACT 

Mining opinion targets and opinion words from online reviews are important tasks for fine grained opinion mining, 

the key component of which involves detecting opinion relations among words. To this end, this paper proposes a 

novel approach based on the partially-supervised alignment model, which regards identifying opinion relations as an 

alignment process. Then, a graph-based co-ranking algorithm is exploited to estimate the confidence of each 

candidate. Finally, candidates with higher confidence are extracted as opinion targets or opinion words. Our model 

captures opinion relations more precisely, especially for long-span relations. Our experimental results on three 

corpora with different sizes and languages show that our approach effectively outperforms state-of-the-art methods. 
Keywords:- Data Mining, Text Mining 

 

I.  INTRODUCTION 

 

Recently, a number of online shopping customers have 

dramatically increased due to the rapid growth of e-

commerce, and the increase of online merchants. To 

enhance the customer satisfaction, merchants and product 

manufacturers allow customers to review or express their 

opinions on the products or services. The customers can 

now post a review of products at merchant sites, e.g., 

amazon.com, cnet.com, and epinions.com. These online 

customer reviews, thereafter, become a cognitive source of 

information which is very useful for both potential 

customers and product manufacturers. Customers have 

utilized this piece of this information to support their 

decision on whether to purchase the product. For product 

manufacturer perspective, understanding the preferences of 

customers is highly valuable for product development, 

marketing and consumer relationship management. 

Since customer feedbacks influence other customer's 

decision, the review documents have become an important 

source of information for business organizations to take it 

development plans.  

How does Opinion Mining System Works? 

 

 

Among the 2 main types of textual information - facts and 

opinions, a major portion of current information processes 

methods such as web search and text mining work with the 

former. Opinion Mining refers to the broad area of natural 

language processing, computational linguistics and text 

mining involving the computational study of opinions, 

sentiments and emotions expressed in text. A thought, 

view, or attitude based on emotion instead of reason is 

often referred to as a sentiment. Hence, an alternate term 

for Opinion Mining, namely Sentiment Analysis. This field 
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ends critical use in areas where organizations or individuals 

wish to know the general sentiment associated to a 

particular entity - be it a product, person, public policy, 

movie or even an institution. Opinion mining has many 

application domains including science and technology, 

entertainment, education, politics, marketing, accounting, 

law, research and development. In earlier days, with 

limited access to user generated opinions, research in this 

field was minimal. But with the tremendous growth of the 

World Wide Web, huge volumes of opinionated texts in the 

form of blogs, reviews, discussion groups and forums are 

available for analysis making the World Wide Web the 

fastest, most comprehensive and easily accessible medium 

for sentiment analysis. However, finding opinion sources 

and monitoring them over the Web can be a formidable 

task because a large number of diverse sources exist on the 

Web and each source also contains a huge volume of 

information. From a human’s perspective, it is both 

difficult and tiresome to find relevant sources, extract 

pertinent sentences, read them, summarize them and 

organize them into usable form. An automated and faster 

opinion mining and summarizing system is thus needed. 

Overview 

Our work is partly based on and closely related to opinion 

mining and sentence sentiment classification. Extensive 

research has been done on sentiment analysis of review text 

and subjectivity analysis (determining whether a sentence 

is subjective or objective). Another related area is 

feature/topic-based sentiment analysis, in which opinions 

on particular attributes of a product are determined. Most 

of this work concentrates on finding the sentiment 

associated with a sentence (and in some cases, the entire 

review). There has also been some research on 

automatically extracting product features from review text. 

Though there has been some work in review 

summarization, and assigning summary scores to products 

based on customer reviews, there has been relatively little 

work on ranking products using customer reviews. 

II.   EXISTING SYSTEM 

Existing Systems on feature-based opinion mining have 

applied various methods for feature extraction and 

refinement, including NLP and statistical methods. 

However, these analyses revealed two main problems. 

First, most systems select the feature from a sentence by 

considering only information about the term itself, for 

example, term frequency, not bothering to consider the 

relationship between the term and the related opinion 

phrases in the sentence. As a result, there is a high 

probability that the wrong terms will be chosen as features. 

Second, words like ‘photo,’ ‘picture,’ and ‘image’ that 

have the same or similar meanings are treated as different 

features since most methods only employ surface or 

grammatical analysis for feature differentiation. This 

results in the extraction of too many features from the 

review data, often causing incorrect opinion analysis and 

providing an inappropriate summary of the review analysis. 

Level of Opinion Mining 

The opinion mining tasks at hand can be broadly classified 

based on the level at which it is done with the various 

levels being namely,  

 The document level, 

 The sentence level and 

 The feature level.  

 

At the document level, sentiment classification of 

documents into positive, negative, and neutral polarities is 

done with the assumption made that each document 

focuses on a single object O(although this is not 
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necessarily the case in many realistic situations such as 

discussion forum posts) and contains opinion from a single 

opinion holder. At the sentence level, identification of 

subjective or opinionated sentences amongst the corpus is 

done by classifying data into objective (Lack of opinion) 

and subjective or opinionated text. Subsequently, sentiment 

classification of the aforementioned sentences is done 

moving each sentence into positive, negative and neutral 

classes. At this level as well, I make the assumption that a 

sentence contains only one opinion which as in our 

previous levels is not true in many cases. An optional task 

is to consider clauses. 

 

At the feature level, the various tasks that are looked at are: 

 Task1: Identifying and extracting object features 

that have been commented on in each review/text. 

 Task 2: Determining whether the opinions on the 

features are positive, negative or neutral. 

 Task 3: Grouping feature synonyms and 

producing a feature-based opinion summary of 

multiple reviews/text. 

When both F (the set of features) and W (synonym of each 

feature) are unknown, all three tasks need to be performed. 

If F is known but W is unknown, all three tasks are needed, 

but Task 3 is easier. It narrows down to the problem of 

matching discovered features with the set of given features 

F. When both W and F are known, only task 2 is needed. 

 

III. SENTENCE-LEVEL SENTIMENT 

ANALYSIS 

The sentiment classification at the document-level is the 

most important field of web opinion mining. However, for 

most applications, the document-level is too coarse. 

Therefore it is possible to perform finer analysis at the 

sentence-level. The research studies in this field mostly 

focus on a classification of the sentences whether they hold 

an objective or a subjective speech, the aim is to recognize 

subjective sentences in news articles and not to extract 

them. The sentiment classification as it has been described 

in the document-level part still exists at the sentence-level; 

the same approaches as the Turney's algorithm are used, 

based on likelihood ratios. Because this approach has 

already been described in this paper, this part focuses on 

the objective/subjective sentences classification and 

presents two methods to tackle this issue. The first method 

is based on a bootstrapping approach using learned 

patterns. It means that this method is self-improving and is 

based on phrases patterns which are learned automatically.  

 

 

The input of this method is known subjective vocabulary 

and a collection of annotated texts. 

• The high-precision classifiers find whether the sentences 

are objective or subjective based on the input vocabulary. 

High-precision means their behaviors are stable and 

reproducible. They are not able to classify all the sentences 

but they make almost no errors. 

• Then the phrases patterns which are supposed to represent 

a subjective sentence are extracted and used on the 

sentences the HP classifiers have let unlabeled. 

• The system is self-improving as the new subjective 

sentences or patterns are used in a loop on the unlabeled 

data. 
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This algorithm was able to recognize 40% of the subjective 

sentences in a test set of 2197 sentences (59% are 

subjective) with a 90% precision. In order to compare, the 

HP subjective classifier alone recognizes 33% of the 

subjective sentences with a 91%precision.Along this 

original method, more classical data mining algorithm are 

used such as the naïve bayes classifier. 

The general concept is to split each sentence in features -- 

such as presence of words, presence of n-grams, and 

heuristics from other studies in the field -- and to use the 

statistics of the training data set about those features to 

classify new sentences. Their results show that the more 

features, the better. They achieved at best a 80-90%recall 

and precision classification for subjective/opinions 

sentences and a 50% recall and precision classification for 

objective/facts sentences. The sentence-level sentiment 

classification methods are improving, this results from 

research studies in 2003 show that they were already quite 

efficient then and that the task is possible. 

Feature and Opinion Learner 

This module is responsible to analyze dependency relations 

generated by document parser and generate all possible 

information components from them. The dependency 

relations between a pair of words w1 and w2 is represented 

as relation type (w1; w2), in which w1 is called head or 

governor and w2 is called dependent or modifier. The 

relationship relation type between w1 and w2 can be of two 

types- i) direct and ii) indirect. In a direct relationship, one 

word depends on the other or both of them depend on a 

third word directly, whereas in an indirect relationship one 

word depends on the other through other words or both of 

them depend on a third word indirectly. An information 

component is defined as a triplet < f; m; o >, where f 

represents a feature generally expressed as a noun phrase, o 

refers to opinion which is generally expressed as adjective, 

and m is an adverb that acts as a modifier to represent the 

degree of expressiveness of the opinion. As pointed out in, 

opinion words and features are generally associated with 

each other and consequently, there exist inherent as well as 

semantic relations between them. Therefore, the feature 

and opinion learner module is implemented as a rule-based 

system, which analyzes the dependency relations to 

identify information components from review documents. 

For example, consider the following opinion sentences 

related to Nokia N95: 

(i) The screen is very attractive and bright. 

(ii) The sound sometimes comes out very clear. 

(iii) Nokia N95 has a pretty screen. 

(iv) Yes, the push email is the \Best" in the 

business. 

In example (i), the screen is a noun phrase which represents 

a feature of Nokia N95, and the adjective word attractive 

can be extracted using nominal subject nsubj relation (a 

dependency relationship type used by Stanford parser) as 

an opinion. Further, using advmod relation the adverb very 

can be identified as a modifier to represent the degree of 

expressiveness of the opinion word attractive. In example 

(ii), the noun sound is a nominal subject of the verb comes, 

and the adjective word clear is adjectival complement of it. 

Therefore, clear can be extracted as opinion word for the 

feature sound. In example (iii), the adjective pretty is 

parsed as directly depending on the noun screen through 

amod relationship. If pretty is identified as an opinion 

word, then the word screen can be extracted as a feature; 

likewise, if screen is identified as a feature, the adjective 

word pretty can be extracted as an opinion. Similarly in 

example (iv), the noun email is a nominal subject of the 

verb is, and the word Best is direct object of it. Therefore, 

Best can be identified as opinion word for the feature word 

email.  

Based on these and other observations, we have defined 

different rules to tackle different types of sentence 
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structures to identify information components embedded 

within them. 

 

Rule-1: In a dependency relation R, if there exist 

relationships nn(w1;w2) and nsubj(w3;w1) such that 

POS(w1) = POS(w2) = NN_, POS(w3) = JJ* and w1, w2 

are not stop-words, or if there exists a relationship 

nsubj(w3;w4) such that POS(w3) = JJ*, POS(w4) =NN* 

and w3, w4 are not stop-words, then either (w1;w2) or w4 

is considered as a feature and w3 as an opinion. 

 

Rule-2: In a dependency relation R, if there exist 

relationships nn(w1;w2) and nsubj(w3;w1) such that 

POS(w1) = POS(w2) = NN_, POS(w3) = JJ* and w1, w2 

are not stop-words, or if there exists a relationship 

nsubj(w3;w4) such that POS(w3) = JJ*, POS(w4) =NN_ 

and w3, w4 are not stop-words, then either (w1;w2) or w4 

is considered as the feature and w3 as an opinion. 

Thereafter, the relationship advmod (w3; w5) relating w3 

with some adverbial word w5 is searched. In case of 

presence of advmod relationship, the information 

component is identified as < (w1; w2) or w4; w5; w3 > 

otherwise < (w1; w2) or w4; -; w3 >. 

 

Rule-3: In a dependency relation R, if there exist 

relationships nn(w1;w2) and nsubj(w3;w1) such that 

POS(w1) = POS(w2) = NN_, POS(w3) = V B_ and w1, w2 

are not a stop-words, or if, there exist a relationship 

nsubj(w3;w4) such that POS(w3) = V B*, POS(w4) = NN* 

and w4 is not a stop-word, then we search for 

acomp(w3;w5) relation. If acomp relationship exists such 

that POS (w5) = JJ_ and w5 is not a stop-word then either 

(w1; w2) or w4 is assumed as the feature and w5 as an 

opinion. Thereafter, the modifier is searched and 

information component is generated in the same way as in 

Rule-2. 

The need to identify and interpret possible difference in the 

linguistic style of texts–such as formal or informal–is 

increasing, as more people use the Internet as their main 

research resource. There are different factors that affect the 

style, including the words and expressions used and 

syntactical features. Vocabulary choice is likely the biggest 

style marker. In general, longer words and Latin origin 

verbs are formal, while phrasal verbs and idioms are 

informal (Park, 2007). There are also many 

formal/informal style equivalents that can be used in 

writing. 

The formal style is used in most writing and business 

situations, and when speaking to people with whom we do 

not have close relationships. Some characteristics of this 

style are long words and using the passive voice. Informal 

style is mainly for casual conversation, like at home 

between family members, and is used in writing only when 

there is a personal or closed relationship, such as that of 

friends and family. Some characteristics of this style are 

word contractions such as “won’t”, abbreviations like 

“phone”, and short words. We discuss the main 

characteristics of both styles. 

Characteristics of Informal Style Text 

The informal style has the following characteristics: 

1. It uses a personal style: the first and second person 

(“I” and “you”) and the active voice (e.g., “I have 

noticed that...”). 

2. It uses short simple words and sentences (e.g., 

“latest”). 

3. It uses contractions (e.g., “won’t”). 

4. It uses many abbreviations (e.g., “TV”). 

5. It uses many phrasal verbs in the text (e.g., “find 

out”). 
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6. Words that express rapport and familiarity are 

often used in speech, such as “brother”, “buddy” 

and “man”. 

7. It uses a subjective style, expressing opinions and 

feelings (e.g.“pretty”, “I feel”). 

8. It uses vague expressions, personal vocabulary 

and colloquialisms (slang words are accepted in 

spoken text, but not in written text (e.g., “wanna” 

= “want to”)) 

IV. CHARACTERISTICS OF FORMAL 

STYLE TEXT 

The formal style has the following characteristics: 

1. It uses an impersonal style: the third person (“it”, 

“he” and “she”) and often the passive voice (e.g., 

“It has been noticed that...”).  

2. It uses complex words and sentences to express 

complex points (e.g., “state-of-the-art”).  

3. It does not use contractions.  

4. It does not use many abbreviations, though there 

are some abbreviations used in formal texts, such 

as titles with proper names (e.g., “Mr.”) or short 

names of methods in scientific papers (e.g., 

“SVM”).  

5. It uses appropriate and clear expressions, precise 

education, and business and technical 

vocabularies (Latin origin).  

6. It uses polite words and formulae, such as 

“Please”, “Thank you”, “Madam” and “Sir”.  

7. It uses an objective style, citing facts and 

references to support an argument.  

8. It does not use vague expressions and slang 

words. 

V.  CONCLUSIONS 

This paper proposes a novel method for co-extracting 

opinion targets and opinion words by using a word 

alignment model. Our main contribution is focused on 

detecting opinion relations between opinion targets and 

opinion words. Compared to previous methods based on 

nearest neighbor rules and syntactic patterns, in using a 

word alignment model, our method captures opinion 

relations more precisely and therefore is more effective for 

opinion target and opinion word extraction. Next, we 

construct an Opinion Relation Graph to model all 

candidates and the detected opinion relations among them, 

along with a graph co-ranking algorithm to estimate the 

confidence of each candidate. The items with higher ranks 

are extracted out. The experimental results for three 

datasets with different languages and different sizes prove 

the effectiveness of the proposed method. In future work, 

we plan to consider additional types of relations between 

words, such as topical relations, in Opinion Relation 

Graph. We believe that this may be beneficial for co-

extracting opinion targets and opinion words. 
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