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ABSTRACT 

In Cloud Computing environment, load balancing is a promising and essential factor for resource utilization. Cloud having the 

large data centers that contain the multiple VMs, Cloud applications runs on that VMs consumes  the amount of energy, so we 

have to min imize the energy consumption and distribute the network workloads across the VMs presenting on the  server by 

considering the properties like CPU and memory. The number of servers is operating on cloud environment so we can check the 

properties of each server and distribute the workload among the lightly loaded server. The load balancing algorithm also 

maintains some important features of server consolidation mechanis m. This paper presents a load balancing mechanis m in order 

to provide the secure and reliable utilization of resources into the cloud environment. 
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I. INTRODUCTION 

Cloud computing is an evaluation of web technology and 

having lots of virtual resources that can be useful and 

accessible and also used as resources on demand service basis 

with or without nominal charges. The energy-aware 

scheduling operational model used for application scaling As 

well as load balancing on a cloud application server and also 

that gives some of the most important features of server 

Consolidation mechanis m. The concept of load balancing 

comes into existence when the first distributed computing 

systems were implemented. It should have the means exactly  

what the name distribute the network workload to a set of 

cloud data centers to manage the overloaded hos t, maximize 

the throughput, minimize the response time, and also increases 

the system flexibility to faults by avoiding overloading the 

systems. Load balancing key feature and the central issues in 

cloud computing. In the technique load balancing, distribu te 

the network workload equally across the different clusters in 

the cloud in order to avoid the situation where few nodes are 

overloaded while few are remains id le. The cloud computing 

is an on-demand computing service, on growing elasticity, 

large network access, resource pooling, measured services are 

the essential characteristics in this environment. The dynamic 

workload results some systems overload and some systems 

remain  unused, therefore it is necessary to distribute this 

network load efficiency for preventing such odd resource 

utilizat ion. Therefore, the concept load balancing comes into 

existence that can distribute network load across different 

computer virtual machines, network links, a  disk d river and 

some other resources that can improve the throughput and 

optimal resource utilization avoid overloading and minimize 

response time. In cloud computing scaling is the technique 

that allocates additional resources that efficient for cloud 

application in response to a request consistent with  the SLA. 

There is two scaling methods, i.e. Horizontal and Vertical 

scaling. Horizontal scaling is the most common and effective 

method of scaling on a cloud system; it can increase the 

number of Virtual Machines (VMs) when a load of nodes 

increases and reduce the number when the load decreases.    

II. RELATED WORK  

Shunmei Meng [1]defines the Live Migrat ion of Virtual 

Machines:-Migrating operating system instances across 

distinct physical hosts is an important and useful tool for 

administrators or cloud hosts of data centers and clusters: It 

allows a clean separation between hardware and software, and 

that can facilitate load balancing, fault management, and low-

level system maintenance. While OSes continue to run by 

carrying out the majority of migration, we can achieve the 

impressive performance with min imal service downtimes. He 

can demonstrate the migrat ion of entire OS instances and 

element on a commodity cluster and recording service 

downtimes very low as60ms. They can show that performance 
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of the system is sufficient to make live migration fo r servers 

running interactive loads. 

J. Baliga [2] the availability of the high-speed internet 

network and  IP connections is provided latest network-based 

services delivery. Therefore, the network-based computing 

and usage of network resources has become more widespread 

and rapid and largely expanding the energy consumption of 

the network. This happens when there is increasing more 

attention to manages the energy consumption across the 

informat ion technology and communicat ion sectors. While 

energy uses by the different servers having received more 

attention, but there has been given less attention for 

connecting users to the cloud on to the energy consumption of 

transmission and switching the networks. In this paper, the 

author describes the analysis and study of energy consumption 

in cloud computing that considers the public and private 

classes in that including the energy consumption in 

transmission and switching as well as data processing and data 

storage. He also describes the energy consumption is transport 

and switching having a significant percentage of total energy 

consumption in the cloud computing. 

Beloglazov [4] describes the most effective and efficient 

technique to improve the energy efficiency and resources 

utilizat ion in cloud servers is a dynamic consolidation of 

virtual machines so it can directly affect the quality of service 

(QoS) and resource utilization when determining the 

reallocation of VMs from overloaded services. The QoS is got 

influenced because of the server get overloaded that causes 

performance degradation and resource shortage problem of 

applications. So the heuristic based solutions of this problem 

are detection overloaded host. In this paper, the author  gives a 

novel approach that can solve the server host overload 

detection problem that can use the Markov chain model  that 

maximize the mean time of migrat ion also use to handle the 

workload mult i-size sliding window workloads estimat ion 

technique is used. 

Gandhi [6] introduces an Autoscaling method that can 

reduce the number of servers that are needed in cloud servers 

for dynamic capacity management. Auto scaling techniques 

can scale the capacity of servers, and have vertical and 

horizontal scaling for adding or removing server when needed. 

Auto Scale can also maintains the capacity of the cloud data 

centers to handle the burst and overloading in the request rate 

and make server efficient and maintain request size. In  this 

paper authors also demonstrate that auto-scale technique can 

satisfy the SLAs and robustness that makes a rapid  

improvement over the existing dynamic capacity management 

policies. 

Paya[13] introduces the energy consumption of the  

virtual machine that can have workload scalability problem. 

The lightly loaded server requires the more power so the 

author can propose the concept of load balancing to optimize 

the energy consumption for a large-scale system that can 

distribute the network workload among a different set of data 

centers that can analyze and observe the response time and 

operate on optimal energy level. 

B.Urgaonkar[14]can studied and proves novel dynamic 

capacity technique for  multi-tier internet application that 

employs the flexible queuing model is  to be used to 

determining that how much resources are allocated to the each 

tier and predictive and react ive methods combination that used 

to determine when to provision these resources the 

experiments demonstrate the techniques for having dynamic 

workload. This technique doubles the application capacity in 

five minutes that maintains the response time. 

H. N.Van [15] define that the main aim for data centers in 

cloud computing is to improve the profit  and minimizing the 

power consumption and maintains SLAs. In this paper, the 

author can describe a framework for resource management 

that combines a dynamic virtual machine placement manager 

and dynamic VM provisioning manager. 

It can take several experiments that how the system can be 

controlled to make t rade-offs between energy consumption 

and application performance. 

III. PROPOSED SYSTEM 

There are three main contributions of this paper that 

follow:- 

1) A new model of cloud servers that is based on different 

operating regimes with various degrees of energy efficiency 

(i.e. processing power versus energy consumption). 

2) A novel algorithm that can perform load balancing and 

application scaling for maximizing the number of servers 

operating in the energy-optimal regime and comparison of 

techniques analysis for load balancing and application scaling 

using three different sizes of clusters and two different 

average load profiles. 

3) The objective of the algorithms is to ensure that the largest 

possible number of active servers operate with their respective 

optimal operating regime. The actions implementing this 

policy are (a) migrat ion of VMs from a server operating in  the 

low regime and then switch the server to a sleep state system 

(b) switching an idle or lightly loaded server to  a sleep  state 

system and reactivate servers in a sleep state when increasing 

the cluster load. (c) Migrat ion of the VMs from an  overloaded 

server, a server operating in the high regime with applications 

predicted to increase their demand for service for computing. 

IV. PROBLEM  DEFINITION  
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The problem is to determine as: - Server gets overloaded 

due to an excess of a request from d ifferent host then it goes 

into the sleep mode. So by using Server consolidation 

properties transfer the request from sleep mode to running 

mode on another server. And Use Auto-scaling and peak 

energy level. 

 

A. System Architecture 

   

Fig 1: Load Balancing Architecture.  

B. System Modules 

1) Load Balancing in Cloud Computing  

Cloud computing involves web services, visualization, 

software, networking and distributing computing. Cloud can 

have several elements such as client data center and mult iple 

distributed servers. It includes on-demand service, high 

availability, fault tolerance, flexib ility, scalability, reduced 

cost for owners, reduced overhead for clients or users etc. The 

effective establishment of load balancing algorithm can solve 

such a problem; the load is basically a CPU utilization, 

memory capacity, request delay or load in the network. Load 

balancing is the technique that can distribute the load among 

the various nodes of different distributed system for 

improving the job response time and resource utilization that 

can avoid the situation where some nodes are heavily loaded 

and others are idle or in a sleep state. All processor every node 

or system in the network does the same amount of work at any 

specific time. The main aim is to use effective load balancing 

algorithm that can minimize the latency and maximize the 

throughput on the cloud environment. 

 

2) Energy Efficiency of a System 

We can measure the energy efficiency of the different 

system as a ratio  of performance per watt of power. From few 

decades performance of computing system is increased much 

more rapid ly than its energy efficiency. The idle or lightly 

loaded system consumes less energy or should be nearer to 

zero and it increased linearly with the system workload. But 

practically the id le system can consume more than half energy 

of full load system. We have an optimal energy consumption 

regime that is far from the typical operating regime of data 

center servers. When energy proportional system is in idle 

state is consumes no energy or very little energy and increases 

gradually as load increases. 

 

3) Resource management  policies for large-scale data 

centers 

These policies can be loosely grouped into five classes  

(i) Admission control (ii) Capacity allocation (iii) Load 

balancing (iv) Energy optimizat ion and (v) Quality of service 

(QoS) guarantees. To prevent the system from accepting the 

workload in v iolation of h igh level system policies is explicit  

goal of an admission control policy; system not accepting the 

additional workload that can prevent it from completing the 

work that is already done or in  progress We have a knowledge 

of the global state of the system for limiting the workload. In a 

dynamic system, this knowledge is when available, is at  best 

case. Allocating the resources for indiv idual instances is 

known as Capacity allocation. 

 

4) Server Consolidation 

We can measure the energy efficiency of the different 

system as a ratio  of performance per watt of power. From few 

decades performance of computing system is increased much 

more rapid ly than its energy efficiency. The idle or lightly 

loaded system consumes less energy or should be nearer to 

zero and it increased linearly with the system workload. But 

practically the id le system can consume more than half energy 

of full load system. We have an optimal energy consumption 

regime that is far from the typical operating regime of data 

center servers. When energy proportional system is in idle 

state is consumes no energy or very little energy and increases 

gradually as load increases. 

 

5) Energy-aware Scaling Algorithms 

The main aim of this algorithm is to ensure that the 

numbers of active server out of all are operating with the 

optimal operating regime. The actions implementing this 

policy are (a) migrat ion of VMs from a server operating in  the 

low reg ime and then it switch the server to a sleep state 

system. (b) switching idle servers to a sleep state system and 

reactivate servers in a sleep state when the data center load 

increases; (c) migration of VMs from an overloaded server, a 
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server operating in the high regime with applicat ions predicted 

to increases their demands for computing. 

C. Proposed Algorithm 

Input: 

Workload (W) ->W1, W2, W3..... 

Resource (R) -> R1, R2, R3... 

Output: 

Migration List (M) -> M1, M2, M3... 

 

 Energy Efficiency Algorithm 

1) Start 

2) Extract Total workload list 

W (Z) -> W1, W2, W3....Wn 

3) Access total Resource list 

R (Z) -> R1, R2, R3.....Rn 

4) User uploads file 

U (Z): F (Z) -> Un, Fn 

5) Check first cloud server workload 

6) Limitation of server depends on energy level 

7) If server is going to energy threshold 

8) File migrates to another server->HOT SPOT Process. 

9) Check remaining server workload. 

10) Find Min (workload Resources) ->optimization 

11) Manage workload of every server ->Green Computing. 

12) Check energy level 

13) End. 

V. EXPERIMENTAL  RESULT 

A. Model parameters: 

The cluster leader maintains static and dynamic information 

about all servers in cluster C. 

 Static information includes: 

Sk - The serverId; 

 k - A constant quantifying the processing power of server 

     Sk;  

The processing power is expressed in vCPUs . 

 
Fig2. Normalized Performance Rate 

The model illustrated in Fig.2 uses several parameters: 

 X_sopt;l 

 Xk _opt;l 

 Xk , _opt;h 

 Xk , and _sopt;h 

 Xk , the normalized performance 

 Boundaries of different operating regimes. 

Xk - the reallocation interval.  Every k units of t ime the system 

determines if and how to reallocate resources.The application 

record of application. 

Ai;k includes the application Id and several other parameters: 

1) ai;k(t) - Current demand of application A i for 

processing power on server Sk at t ime t in  CPU units. 

e.g., 0:4. 

2) li;k - highest rate of increase in  demand for 

processing 

power of application Ai on server Sk. 

3) pi;k(t) - migration cost. 

4) qi;k(t) - horizontal scaling cost. 

 

B. Explanation:- 

 This classification  captures the current system load 

and allows us to distinguish the actions to be taken to 

return to the optimal regime. 

 A system operating in the suboptimal-low regime is 

lightly  loaded; the server is a candidate for switching 

to a sleep state.  

 The undesirable-high regime should be avoided 

because a scaling request would immediately t rigger 

VM migration and, depending on the system load, 

would require activating one of the servers in a sleep 

state.  

 This classificat ion also captures the urgency of the 

actions taken; suboptimal regimes do not require an 

immediate attention, while the undesirable-low does.  

 The time spent operating in each suboptimal reg ime 

is also important. 
 

VI. CONCLUSIONS  AND  FUTURE WORK 

By considering the resources  like requests on network, 

memory of requested data and CPU utilization of server and 

by checking and analysing such a resources, we can balance 

the network workload by migrating or switching the workload 

to the efficient and secure virtual machines of different server 

and get the optimal efficiency for improving the throughput 

and min imize the response time of the system using the green 

computing that uses the auto scaling technique by the server. 
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