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ABSTRACT 

Time-honored association rule mining and frequent Twitter message cannot meet the demands arising from 

some real applications. By considering the different types user of individual items as utilities, utility mining 

focuses on identifying the itemsets with high utilities. Recently, high utility Twitter mesages is one of the most 

important research issues in data mining. In this paper, present a utility mining using an algorithm named 

Generalized Linear Models anothername called Simple High Utility Algorithm (SHU-Algorithm) to efficiently 

prune down the number of candidates and to obtain the complete set of high utility itemsets. If we are given a 

large transactional Social Media consisting of different transactions this  find all the high utility items efficiently 

using the proposed techniques. The proposed algorithm uses bottom up approach, where high utility items are 

extended one item at a time. This algorithm is more efficient compared to other state -of-the-art algorithms 

especially when transactions keep on adding to the Social Media from time to time. With the proposed SHU-

Algorithm, incremental data Twitter mining can be done efficiently to provide the ability to use previous data 

structures in order to reduce unnecessary calculations when a Social Media is updated tweets, or when the 

minimum threshold is changed. 

Keywords:- Twiiter,High utility mining, data mining, minimum utility, simple high utility algorithm, utility 

mining, Generalized Linear Models . 

 

I. INTRODUCTION  

Data mining is the process of discovering 

or detecting something new from a large Social 

Media. The overall goal of data mining is to extract 

information from a data set and transform it into an 

understandable structure for future use. In today’s 

world raw data is being collected by companies at 

an exploding rate. For example, Walmart processes 

over 20 million point-of-sale transactions every 

day. This information is stored in a centralized 

Social Media, but would be useless without some 

type of data mining software to analyse it. If 

Walmart analyzed their point-of-sale data with data 

mining techniques they would be able to determine 

sales trends, develop marketing campaigns, and 

more accurately predict customer loyalty. Market 

basket analysis [1] relates to data mining use in 

retail sales.  

If a clothing store records purchase of 

customers, a data mining system could identify 

those customers who favour silk shirts over cotton 

ones, the frequently purchased cloth, the clothing 

that is purchased along with silk shirt etc. These are  

 

done using techniques called association rule 

mining[1], [13]frequent Twitter  mining [1] multi 

level association rule mining[13], sequential 

Twitter  mining[2]. 

A.Frequent Twitter Mining 

Frequent Twitter mining [1] is the most 

popular one among these. It finds the number of 

items frequently purchased by customers , but it 

treats all items with same importance. So it may 

present frequent but unprofitable itemsets to users 

and may lose infrequent but valuable itemsets. The 

purchased quantities and unit profits are not 

considered with this mining technique. Association 

rule mining [1] is concerned with just whether an 

item is purchased or not. Therefore it also cannot 

satisfy the requirements of users who are interested 

in discovering the itemsets with high sales profit, 

since the profits are composed of unit profits and 

purchased quantities. Therefore these popular 

mining methods cannot fulfil the requirement of 

finding the most valuable itemsets that contribute 

to the major part of the total profits in a retail 
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business. This gives the motivation to develop a 

mining model to discover the itemsets contributing 

to the majority of the profit. 

B.High Utility Mining 

Recently a few utility mining models  [5] 

were defined to discover more important 

knowledge from a Social Media. Utility mining is 

concerned with both the purchased quantities of 

items and unit profit of each item. So by utility 

mining several important business decisions like 

what are the items to be put on display, how the 

items can be arranged in shelves, how the coupons 

can be designed etc can be made. Mining high 

utility items from Social Medias is a difficult task 

since download closure property [1] applicable in 

frequent Twitter  mining does not hold in this  i.e., a 

superset of a low utility itemset may be a high 

utility itemset. Hence finding all the high utility 

itemsets from a transactional Social Media without 

any miss is a big challenge in high utility mining. 

 C. Tree Based Approach 

Existing studies [30] using tree based 

approach, first build a tree scanning the Social 

Media many times and using the minimum utility 

value. This tree is then mined to find high utility 

itemsets. But if the minimum utility value is 

changed, or if transactions are added from time to 

time, the tree has to be built starting all over again 

and then mined. To address these issues we 

propose a novel SHU- algorithm, with which we 

can use the previous data structures and avoid 

unnecessary repeated calculations , when the Social 

Media is updated or the mining threshold is 

changed. The rest of this paper is organized as 

follows: In section 2, we introduce the related work 

for high utility mining and in section 3, the 

proposed algorithm is explained in details. 

II. RESEARCH METHODOLOGY 

In the following sections, we will discuss research 

on frequent Twitter  mining, weighted frequent 

Twitter  mining, high utility Twitter  mining, 

association rule mining, sequential Twitter  mining 

and weighted association rule mining. 

Extensive studies have been proposed for mining 

frequent Twitter s [1]. Among the issues of 

frequent Twitter  mining, the most famous are 

association rule mining [21] and sequential Twitter  

mining [2], [22]. One of the well-known algorithms 

for mining association rules is Apriori [1], which is 

the pioneer for efficiently mining association rules 

from large Social Medias. Twitter  growth-based 

association rule mining algorithms [14] such as FP-

Growth [14] were afterward proposed. Let 

I={i1,i2,...im} be a set of items and D be the Social 

Media containing transactions {T1,T2,T3,...Tn}. 

The support count of a Twitter  is the number of 

transactions in which the Twitter  is present. With 

frequent Twitter  mining itemsets having minimum 

support count will be the output. 

In frequent itemset mining, the importance of each 

item is not considered. Thus, the topic called 

weighted association rule mining was brought to 

attention [4],. Cai et al. first proposed the concept 

of weighted items and weighted association rules 

[4]. But since weighted association rules do not 

have downward closure property, mining 

performance cannot be improved. To address this 

problem, Tao et al. proposed weighted downward 

closure property [28]. There are also many studies 

that have developed different weighting functions 

for weighted  

Twitter  mining. Weighted association rule mining 

considers the importance of items, but quantities of 

items in transactions are not taken into 

considerations. Thus, the issue of high utility 

itemset mining is raised and many studies [3] have 

addressed this problem. Liu et al. proposed an 

algorithm named Two Phase [19] which is mainly 

composed of two phases. In phase I, it employs an 

Apriori-based method to enumerate HTWUIs. 

Candidate itemsets with length k are generated 

from length k-1 itemsets, and their TWUs are 

computed by scanning the Social Media once in 

each pass. After the above steps, the complete set 

of HTWUIs can be collected in phase I. In phase II, 

HTWUIs that are high utility itemsets are 

identified. 

A.Performance of Algorithms 

The number of candidates generated is a critical 

issue for the performance of algorithms. By 

applying the proposed algorithm, the number of 

generated candidates can be highly reduced and 

high utility itemsets can be identified more 

efficiently.  With the proposed SHU-Algorithm, 

incremental data mining can be done efficiently to 

provide the ability to use previous data structures in 

http://www.ijcstjournal.org/


International Journal of Computer Science Trends and Technology (IJCST) – Volume 4 Issue 3,  May – Jun 2016 

 

ISSN: 2347-8578                          www.ijcstjournal.org                                              Page 80 

order to reduce unnecessary calculations when a 

Social Media is updated, or when the minimum 

threshold is changed. 

 

III. PROPOSED ALGORITHM 

The goal of utility mining is to discover all the 

itemsets whose utility values are beyond a user 

specified threshold in a transactional Social Media. 

We start with the definition of a set of terms that 

leads to the formal definition of utility mining 

problem. I = {i1, i2,…, im} is a set of items.  D = 

{T1, T2,…, Tn} be a transactional Social Media 

where each transaction Ti ∈ D is a subset of I. 

Suppose we are given a Social Media D as shown 

in Table 1. This is a transactional Social Media 

containing a number of transactions.  Each 

transaction is identified by a unique identifier 

called TID.  Each row is a transaction. The 

columns represent the number of items in a 

particular transaction. Each transaction consists of 

the items purchased and the quantities of each item. 

For example the transaction T5 consists of 10 

quantities of b, 8 quantities of d, and 9 quantities of 

e. There is another table called Utility table as 

shown in Table 2. Utility table stores utility or 

profit of each item per unit in rupees present in the 

Social Media. 

A.Algorithm(SHU) 

Algorithm Largest Number Twitter User To 

transcation TM 

Input: A list of numbers L ->user List TU. 

Output: The largest number in the list L-

>Language Twitter. 

if L.size = 0 return null Tweet 

largest ← L[0] Return of Relevancy 

for each item in L->Time user Frequency, do 

if item > largest, then 

largest ← item 

Return largest 

Table 1: Social Media (showing different 

transactions) 

Item 

TID 

a b c d e 

T1 2 2 0 0 0 

T2 3 0 12 4 2 

T3 0 0 15 0 3 

T4 4 0 0 0 0 

T5 0 10 0 8 9 

T6 0 7 3 0 4 

T7 1 0 2 0 1 

T8 2 0 0 1 3 

Table 2: Utility Table (showing profit in rupees of 

each item per unit) 

Item a b c d e 

Profit( Rs) 

(per unit) 

2 15 3 8 7 

 

Utility of an item ‘i ’ in a transaction Td is 

denoted as U(i,Td ); and it is the profit of that item i 

in transaction Td.  For e.g., U (a, T1) =2* 2 = 

4.Utility of an itemset X in Td is denoted as u(X; 

Td) and is defined as the profit of X in Td; i.e., 

profit from all the items in itemset X in Td. For eg., 

U(ab, T1)= U(a,T1) + U(b,T1) = 4 + 30 =34. 

Utility of an itemset X in the whole Social Media D 

is denoted as U(X) and is defined as the sum of the 

utilities of X from all the transactions in which X is 

present. For eg, U (de) = U (de, T2) + U (de, T5) + 

U (de, T8) = 46 +127 + 29 =202. If minimum 

utility is set to 30, (de) is a high utility itemset. 

B.Problem Statement 

Given a transaction Social Media D and a 

user-specified minimum utility threshold “minimum 

utility”, the problem of mining high utility itemsets 

from D is to find the complete set of the itemsets 

whose utilities are larger than or equal to minimum 

utility. If an itemset has utility less than minimum 

utility threshold, it is a low utility itemset. 
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C. Proposed Algorithm: Simple High Utility 

Algorithm (SHU-Algorithm) 

In the first scan of the Social Media we are 

collecting frequency and profit of different items 

and filling the entries in the frequency table, profit 

table and total frequency table as shown in Table 3, 

4 and 5 respectively.  Frequency table stores the 

total frequency of occurrences of each item. In the 

example Social Media there are 5 items, ‘a’, ‘b’, 

‘c’, ‘d’ and ‘e’ present in different transactions . The 

item ‘a’ is present in transactions T1, T2, T4, T7 

and T8 with the quantity of ‘a’ purchased as 2,3,4,1 

and 2 respectively. So total frequency of 

occurrence of ‘a’ is 2+3+4+1+2 =12. Similarly 

occurrences of ‘b’, ‘c’, ‘d’ and ‘e’ are 19, 32, 13 

and 22 respectively. 

Table 3: Frequency Table (showing frequency of 

each item in the whole Social Media) 

Item a b c d e 

Profit( Rs) 

(per unit) 
12 19 32 13 22 

Table 4 shows the profit table, which is also filled 

during first scan of the Social Media.  It stores 

different items present in the Social Media with 

utility of each item in the Social Media. Recall 

from the earlier section, the definition of utility of 

an item/itemset X in the whole Social Media D, 

denoted as U(X) is the sum of the utilities of X 

from all the transactions in which X is present. In 

other words profit of an item in the whole Social 

Media is the product of total frequency (obtained 

from Table 3) and unit profit (obtained from Table 

2). So utility of item ‘a’ is calculated as follows: 

from the frequency Table shown in Table3, 

frequency of ‘a’ in whole Social Media is 12; and 

from utility table in Table 2, utility of item ‘a’ per 

unit is 2. So profit of ‘a’ in the whole Social Media 

is the product of total frequency and unit profit; i.e., 

12*2= 24. 

Table 4: Profit Table (showing profit in rupees of 

each item in the whole Social Media) 

Item A b c d e 

Profit( Rs) 

(per unit) 
24 285 96 104 154 

Similarly profit table shown in Table 4 is filled for 

each item as follows: 

Profit of ‘b’= 19*15 = 285; 

Profit of ‘c’= 32*3 = 96; 

Profit of‘d’= 13*8 = 104; 

Profit of ‘e’= 22*7 = 154; 

After filling frequency table and profit table, we 

need to generate all supersets with cardinality 2 of 

each item present in the Social Media. Since the 

items present in the Social Media are ‘a’, ‘b’, ’c’, 

‘d’ and more profit frequent sets ‘e’, the possible 

supersets with cardinality 2 are 

{ab},{ac}{ad},{ae},{bc},{bd},{be},{cd},{ce}and{

de}. Now create a table ‘total frequency-2 table’ 

(here by 2 we mean frequency of itemsets 

containing 2 items) containing all itemsets with 2 

items as the first row. The frequency values under 

these are initialised to zero i.e., (0:0). Now consider 

the first transaction T1 in original Social Media 

(shown in Table 1), in which the items present are 

only ‘a’ and ‘b’. The possible superset with 2 items  

’a’ and ‘b’ are {ab}. The frequency of {ab} in T1 

from Table 1 can be obtained as (2:2). So store 

under {ab}, the current frequency value of {ab} 

plus (2:2); i.e., (0:0) + (2:2) = (2:2). 
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Fig. 1 Twitter Algorithms Analysis  

 

Consider the next transaction T2 containing items 

‘a’, ‘c’, ‘d’ and ‘e’. The supersets that can be 

formed with these items are 

{ac},{ad},{ae},{cd},{ce} and {de}. The respective 

frequency values of these are obtained from the 

corresponding row of T2 in Table1 as follows- 

(3:12), (3:4), (3:2), (12:4), (12:2) and (4:2). So 

these frequency values of each item are stored as 

their old value plus these new values. 

Frequency of {ac} = (0:0) + (3:12) = (3:12) 

Frequency of {ad} = (0:0) + (3:4) = (3:4) 

Frequency of {ae} = (0:0) + (3:2) = (3:2) 

Frequency of {cd} = (0:0) + (12:4) = (12:4) 

Frequency of {ce} = (0:0) + (12:2) = (12:2) 

Frequency of {de} = (0:0) + (4:2) = (4:2) 

Consider the next transaction T3 from Table1. T3 

consists of items ‘c’ and ‘e’ with frequencies 15 

and 3. The super sets possible with ‘c’ and ‘e’ is 

only {ce}. So under {ce} store old value of {ce} 

plus (15:3); i.e., (12:2) + (15:3) = (27:5). 

Consider the next transaction T4 from Table1. T4 

consists of item ‘a’ only and so no super set with 

cardinality 2 is possible with item ‘a’ only.Consider 

the next transaction T5 from Table1. T5 consists of 

items ‘b’,‘d’ and ‘e’ with frequencies 10, 8 and 9. 

The super sets possible with ‘b’, ‘d’ and ‘e’ are 

{bd}, {be}and {de}. 

Frequency of {bd} = (0:0) + (10:8) = (10:8); 

Frequency of {be} = (0:0) + (10:9) = (10:9) 

Frequency of {de}= (4:2) + (8:9) = (12:11) 

After considering T6, T7 and T8 and filling 

corresponding frequency values under each 

superset, we get the entries as shown in Table 5. 

Thus during the first scan of the Social Media we 

fill the entries in tables 3, 4 and 5 respectively. By 

using information in these tables, we need to find 

all the potential high utility items. If the minimum 

utility is set to 200, all the item/itemsets with utility 

> 200 are considered as high utility itemsets, else 

low utility itemsets. 
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Fig. 2 Twitter User Transcation Details  

 

Table 5: Total Frequency-2 Table (showing frequencies of itemsets with cardinality 2) 

itemset ab ac ad ae bc bd be cd ce De 

frequency (2:2) (4:14) (5:5) (6:6) (7:3) (10:8) (17:13) (12:4) (32:10) (13:14) 

 

Now first we will find all the high utility itemsets containing 1 item, 2 items, etc. From Table 4 i.e., Profit Table 

showing profit in rupees of each item in the whole Social Media, we can find all the high utility items consisting 

of only one item. Out of the items ‘a’, ‘b’, ‘c’, ‘d’ and ‘e’ only ‘b’ is a h igh utility item, since its utility 

(U(b)=285) is greater than minimum utility i.e., 200. 

The items ‘b’, ’c’, ‘d’ and ‘e’ are low utility items with utilities 24, 96, 104 and 154 respectively  which are all 

less than 200. Now we need to consider itemset containing 2 items. Consider each of the supersets  and their 

frequencies listed in Table5, they are ‘ab’, ‘ac’, ‘ad’, etc.  Considering each of these one by one, f (ab) i.e., 

frequency of ‘ab’ in the whole Social Media is (2:2). The quantity of ‘a’ is 2, quantity of b is 2 and from Utility 

Table, unit profit of ‘a’ is 2 and unit profit of ‘b’ is 15. From this utility of ‘ab’ denoted as U(‘ab’)=2*2 + 2*15 

= 34, which is <200; so ‘ab’ is a low utility itemset. Consider the next itemset ’ac’. From Table 5, f (‘ac’) = 

(4:14). 
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Fig. 3 Twitter Trade Market Transcation Analysis  

 

So U (‘ac’) = 4*2+ 14*3 = 50, which is <200; so ‘ac’ is a low utility itemset. 

f (‘ad’) = (5:5).So U(‘ad’)= 5*2+ 5*8 = 50, which is <200; so ‘ad’ is a low utility itemset. 

f (‘ae’) = (6:6). U (‘ae’) = 6*2+ 6*7 = 54, which is <200; so ‘ae’ is a low utility itemset. 

f (‘bc’) = (7:3). U (‘bc’) = 7*15+ 3*3 = 114, which is <200; so ‘bc’ is a low utility itemset. 

f (‘bd’) = (10:8). U (‘bd’)= 10*15+ 8*8 = 214, which is >200; so ‘bd’ is a high utility itemset. 

f (‘be’) = (17:13). U (‘be’) = 17*15+ 13*7 = 346, which is >200; so ‘be’ is a high utility itemset. 

f (‘cd’) = (12:4). U (‘ac’) = 12*3+ 4*8 = 68, which is <200; so ‘cd’ is a low utility itemset. 

f(‘ce’) = (32:10). U (‘ce’) = 32*3+ 10*7 = 166, which is <200; so ‘ce’ is a low utility itemset. 

f(‘de’) = (13:14). U (‘de’) = 13*8+ 14*7 = 202, which is >200; so ‘de’ is a high utility itemset. 

Till now we have scanned the Social Media only once and all the high utility items we have found till now are 

the actual high utility items itself, not potential high utility items. Now we need to find all the potential high 

utility itemsets (PHUI) with itemset containing 3 items and from these candidates we need to find the actual 

high utility itemsets. First we need to generate all the supersets containing 3 items each. They are ‘abc,’abd’, 

‘abe’, ‘acd’, ‘ace’, ‘ade’ ‘bcd’ , ‘bce’, ‘bde’ and ’cde’.  We need to consider each of these one by one and check 

if they are PHUI. For that we need frequency and unit profit, but frequencies for itemsets with cardinality 3 are 

not stored in Table 5(but unit profit can be calculated from Table 2). To find the frequencies we use a new 

approach that is explained below with examples. 
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D.Discussion 

 

Fig. 4 Twitter Trade Market Transcation Analysis  Result 

From Table 5, f(‘ab’)=(2:2) and f(‘bc’)=(7,3). So f(a,b,c)<=(f(‘a’) in f(‘ab’) : minimum of{f(‘b’) in f(‘ab’) , 

f(‘b’) in f(‘bc’)}: f(‘c’) in f(‘bc’) ). i.e., f(a,b,c)<=(2: minimum of{2,7}: 3), i.e., (2:2:3). From profit table unit 

profit of ‘a’, ‘b’ and ‘c’ are respectively 2, 15 and 3. So estimated utility of ‘abc’ is  U(‘abc’) = 2*2+2*15+3*3= 

43<200, so’abc’ not  included in candidate set. Consider the next itemset ‘abd’. Frequency f(‘abd’) needs to be 

estimated. The overestimated frequencies can be as follows: From Table 5, f(‘ab’)=(2:2) and f(‘bd’)=(10,8). So 

f(a,b,d)<=(f(‘a’) ) in f(‘ab’): minimum of{f(‘b’) in f(‘ab’) , f(‘b’) in f(‘bd’)}: f(‘d’) in f(‘bd’)). i.e., f(a,b,d)<=(2: 

minimum of{2,10}: 8), i.e., (2:2:8). From profit table unit profit of ‘a’, ‘b’ and‘d’ are respectively 2, 15 and 8. 

So estimated utility of ‘abd’ is U(‘abd’) = 2*2+15*2+8*8= 98<200, so’abd’ not  included in candidate set. 

Consider the next itemset ‘abe’. Frequency f(‘abe’) needs to be estimated. The overestimated frequencies can be 

as follows: From Table 5, f (‘ab’) = (2:2) and f (‘be’)=(17,13). So f(a,b,e)<=(f(‘a’) ) in f(‘ab’): minimum 

of{f(‘b’) in f(‘ab’) , f(‘b’) in f(‘be’)}: f(‘e’) in f(‘be’)). i.e., f (a,b,e)<=(2: minimum of{2,17}: 13), i.e., (2:2:13). 

From profit table unit profit of ‘a’, ‘b’ and ‘e’ are respectively 2, 15 and 7. So estimated utility of ‘abe’ is  

U(‘abe’) = 2*2+15*2+7*13= 125<200, so’abe’ not  included in candidate set. Similarly for checking all the 

other supersets i.e., ‘acd’,’ace’, ‘bcd’, ‘bce’, ‘bde’, ‘cde’, ‘ade’ that if they can be included in the candidate set, 

we get the estimated frequencies as (4:12:4), (4:14:10), (7:3:4), (7:3:10), (10:8:14), (12:4:14) and (5:5:14)and 

estimated utilities as 76,120,146,184,312,166 and 148. All these utilities except that of ‘bde’ (whose 

overestimated utility is 312) are less than minimum utility threshold 200 and so these itemsets except ‘bde’ are 

not included in the candidate set. So after this we get candidate itemset formed with 3 items as {‘bde’}. 

Similarly we can find candidate sets for itemsets containing 4 items, 5 items. 
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Fig. 5 Twitter Trade Market Transcation Analysis  Result overview 

 

After finding candidate sets  of itemsets containing 

3, 4,.. items, we need to find their actual utility 

from the Social Media and see if their actual utility 

is greater than minimum utility threshold. In this 

example, ‘bde’ is the only item in the candidate set. 

From the Social Media we can find the actual 

utility of ‘bde’ as 10*15+8*8+ 9*7=277, which is 

>200( please note here that actual utility is  less than 

its overestimated utility 312). So ‘bde’ is a high 

utility itemset. So combining all the results we get 

the high utility itemsets as {‘b’:285, ‘bd’:214, ‘be’: 

346, ‘de’:202, ‘bde’:277}. 

IV. CONCLUSION 

In this paper, we have proposed a SHU-Algorithm 

for finding all the high utility itemsets present in a 

transactional Social Media. This SHU algorithm 

can be then used for efficient mining of all the high 

utility itemsets from transaction Social Media. 

PHUIs can be efficiently generated using only one 

Social Media scan. Moreover, we have developed 

an approach which can be applied to a Social 

Media to which transactions keep on adding from 

time to time. Whenever a new transaction is added 

we need to update only a few corresponding values 

in the tables 3 and 5. Whenever minimum threshold 

is changed or a few transactions are added to a 

Social Media, we can still use the previous values 

with only a few changes  i.e., incremental data 

mining can be done efficiently to provide the 

ability to use previous data structures in order to 

reduce unnecessary calculations when a Social 

Media is updated, Besides that we decrease 

overestimated utility of itemsets by using the 

minimum of the frequency values for that item and 

thus enhance the performance of utility mining. 

This proposed algorithm, will outperform the state 

of-the-art algorithms substantially especially when 

Social Medias contain small number of items or  

when transactions keep on adding to the Social 

Media from time to time. 
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