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I. INTRODUCTION 

 

The term MANETs (Mobile Ad hoc NETworks) refers to 

a set of wireless mobile nodes that can communicate and 

move at  the same t ime. No fixed infrastructure is required 

to allow such communications; instead, all nodes cooperate 

in the task of routing packets to destination nodes. This is 

required, since each node of the network is able to 

communicate only with those nodes located within its 

transmission radius R, while a source node S and a 

destination node D of the MANET can be located at a  

distance much greater than R. When S wants to send a 

packet to D, the packet may have to cross many 

intermediate nodes. For this reason, MANETs belong to the 

class of multi-hop wireless networks. Routing in ad hoc 

networks tradit ionally  uses the knowledge of the 

instantaneous connectivity of the network, which  emphasis 

on the state of the links. This is the so-called topology-

based approach, the associated routing protocols can be 

generally classified into two categories, periodic (also 

called as proactive or table- driven), on-demand (also called 

as reactive). 

Networks using periodic protocols, attempt to maintain  

the knowledge of every current route to every other node by  

 

 

periodically exchanging routing informat ion, regardless of 

whether the routes are being used for carrying packets. 

Each node maintains the necessary routing informat ion, and 

each node is responsible for propagating topology updates 

in response to instantaneous connectivity changes in the 

network. Example of such routing protocol is Destination-

Sequenced Distance-Vector (DSDV) routing. 

 The on-demand protocols create routes only when 

necessary for carrying traffic. As a result, a route discovery 

process is a prerequisite to establishing communication 

between any two nodes, and a route is maintained as long as 

the communicat ion continues. One of the examples of an 

on-demand protocol is Dynamic Source Routing 

(DSR).Topology of the network changes dynamically, 

routing is difficult in MANETs. So it’s difficult to 

determine path from source to destination. A different 

approach in using a protocol is to calculate a path when 

strictly needed for data transmission. If data traffic  is not 

generated by nodes, then the routing activity is totally 

absent. 
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II. DYNAMIC SOURCE ROUTING 

PROTOCOL 

The DSR enables the network to be completely self-

organizing and self-configuring, requiring no existing 

network infrastructure or administration. 

Since the nodes in the MANETs move about or join or 

leave the network, all routing informat ion is automatically 

determined and maintained by the DSR routing protocol. 

The DSR protocol allows nodes to dynamically d iscover a 

source route across mult iple network hops to any 

destination in the ad hoc network.  Each data packet which 

has to send carries complete, ordered list of nodes through 

which the packet will pass, allowing packet routing to be 

trivially loop-free and avoid ing the need for up-to-date 

routing information in the intermediate nodes through 

which the packet is forwarded.  By including th is source 

route in the header of each data packet, other nodes 

forwarding any of these packets may also easily cache this 

routing informat ion fo r future use. The DSR protocol 

provides highly reactive service to ensure successful 

delivery of data packets in spite of node movement.  

The DSR protocol is composed of two mechanis ms: 

route discovery and route maintenance. 

A. Route Discovery 

When source node originates a new packet addressed to 

destination node, the source node places source route in the 

header of the packet. This source route specifies the 

sequence of hops that the packet is to follow to reach 

destination.  Normally, the sender will obtain a suitable 

source route by searching its "Route Cache" (routes 

previously learned), but if no route is found in its cache, it 

will initiate the Route Discovery phase to dynamically find 

a new route to destination node. In this case, the source 

node is called as the "initiator" and the destination node as 

the "target" of the   Route Discovery. For example, suppose 

a node S is attempting to discover a route to node D, the 

Route Discovery phase initiated by node S in this example 

would proceed as follows: 

 

 

Figure 1. Route discovery initiated by source node S 

 

The above Figure 1 shows that, to initiate the Route 

Discovery node S transmits a Route Request (RREQ) 

packet as a single local broadcast, which is received by   

(approximately) all the nearest neighbor nodes of S, that is 

the nodes B,E,C. Route Request packet contains the 

initiator ,target, and unique request identificat ion, 

determined by the source. Route Request packet also 

contains a route record, listing the address of each 

intermediate node through which this particular copy of the 

Route Request packet has been forwarded. In this example, 

the route record in itially  lists only node S. When other node 

receives this Route Request (such as node B,E,C), if it is the 

target of the Route Discovery, it returns a "Route Reply" to 

the initiator of the Route Discovery, when the initiator 

receives this Route Reply, it caches this route in its Route 

Cache for use in sending subsequent packets to this 

destination. 

Otherwise, if the node receiving the Route Request has 

recently received Route Request packet with the same 

request id from in itiator and target address, then this node 

discards the request. Otherwise, this node appends its own 

address to the route record in the Route Request and 

propagates it by transmitting it as a local broadcast packet 

(with the same request id).  In this example, node B,E,C 

broadcast the Route  Request, which is received by nodes 

G,F; the nodes G and F will broadcast the Route Request 

packet, and is  received by nodes J,K. Then node J, K will 

in turn broadcasts then resulting Route Request is received 

by nodes D, this is shown in Figure 2. 
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Figure2. Node J has broadcasted the Route Request 

Packet 

 

In returning Route Reply(RREP) , the node D simply  

reverse the sequence of hops in the route  record that it is 

trying to send in the Route Reply. Th is is shown in Figure 3.  

 

Figure3. Route Reply sent by node D 

B. Route Maintenance 

When originating or forwarding a packet using a source 

route, each node transmitting the packet is responsible for 

confirming that the packet has been received by the next  

hop along the source route. For example a situation 

illustrated in Figure 4 shows that, node S originated packet 

to the node D, using the intermediate nodes E, F, J. In this 

case, node S responsible for the receipt o f packet  at E, node 

E is responsible for receipt at F, and then J is responsible 

for receipt at D. But the node J is unable to get a 

confirmat ion of the packet delivery  from node D, then it 

sends Route Error (RRER) packet to the source node S. 

When RRER packet is received by intermediate nodes F, E 

if these nodes contain that route to the node D, then nodes 

will update their routing tables by removing links from 

cache. 

When initiating a Route Discovery, the sending node 

saves a copy of the orig inal packet in a  local buffer called 

the "Send Buffer". The Send Buffer contains a copy of each   

packet that cannot be transmitted by this node because it 

does not have a source route to the destination. In response 

to a single route discovery, a node may learn and cache 

multip le routes to any destination. Nodes may also learn 

routing information from any packets that they forward In 

particular, routing informat ion may be learned from a 

ROUTE REQUEST, ROUTE REPLY, or ROUTE ERROR 

packet, or from the source route in the header of a data 

packet. 

 

 

Figure4. Example for route maintenance 

 

C.  Route cache 

Route cache in DSR protocol is used to store the routes 

that have learned from the source route or during route 

discovery phase, to avoid unnecessary route discovery 

operation each time a data packet is to be transmitted. 

Because the reinitiat ing of a route discovery mechanism in 

on demand routing protocols is very costly in terms of delay, 

battery power, and bandwidth consumption, which can 

cause long delay before the first data packet sent. The 

performance of DSR protocol mainly  depends on an 

efficient implementation of route cache. Using DSR, each 

node must maintain  a Route Cache, containing routing 

informat ion needed by the node.  A node adds information 

to its Route Cache as it learns of new links between nodes 

in the ad hoc network; fo r example, a node may learn of 

new links when it receives a packet carrying a Route 

Request, Route Reply, o r DSR source route.  Likewise, a 

node removes information from its Route Cache as it learns 

that existing links in the ad hoc network have broken.  For 

example, a node may learn of a broken link when it  receives 

a Route Error packet.  

III. CACHING STRUCTURE 

Cache structure is very important for developing a route 

cache strategy in DSR protocol. In  the cache structure, there 

are two kinds of caches are used. First, a path cache which 

represents a complete path (a sequence of links) that caches 

http://www.ijcstjournal.org/


International Journal of Computer Science Trends and Technology (IJCS T) – Volume 4 Issue 3,  May -  Jun 2016 

 

ISSN: 2347-8578                          www.ijcstjournal.org                                              Page 109 

 

the routes separately. Second, a link cache that represented 

when a node caches each link individually, adding it to a 

graph of a node. In case of the path cache, when the source 

node A adds a new route A-B-F-G-H to its cache, it has to 

add the whole path as independent entry in  its cache. While 

in case of the link cache when the source node A adds a 

new route A-B-F-G-H to its cache, it has to add the link B-F 

only. A path cache is simple to implement, and guarantees 

that all routes are loop-free, since each individual route 

from a ROUTE REPLY is loop-free. To find a route in a 

path cache, the sending node can s imply search its cache for 

any path that leads to the intended destination node. On the 

other hand, to find a route in link cache, a node must use a 

much more complex graph search algorithm. However, in 

path cache, it does not effectively utilize all of the potential 

informat ion that a node learns about the state of the network. 

While in link cache, it has a conventional graph data 

structure, in which all the links are learned from d ifferent 

route discoveries or from the header of any packets can be 

combined together to form a new routes in the route cache 

of the network. Therefore, this is not possible in path cache 

due to the separation of each individual path in the cache. 

Performance of link cache is good compared to path cache, 

because link cache can delete only a b roken link when the 

link causes a path to break. While in path cache whole route 

is deleted when link failure occurs. 

Cache capacity can be divided into two halves: first half 

is called as “Primary Cache”, which represents paths that 

have been used by the current node. Second half is called as 

“Secondary Cache”, which  represents paths that have not 

yet used. When the source node attempts to add new path 

that have learned and not yet been used in the cache, old 

paths in the secondary cache are removed due to limitation 

of the cache capacity in the network. While with primary 

cache, old paths are removed more act ively due to the 

operation of route maintenance. Cache timeout policy is 

required to be implemented in  link cache due to  time 

varying topology of the ad hoc network caused by node’s 

mobility that can cause stale routes in the cache.  Deriving 

proper cache timeout policy is important role for ensuring 

cache freshness. Cache timeout policy in link cache gives a 

timeout that may be static or adaptive to remove the stale 

routes from the cache. Stale routes is a big issue in link 

cache structure, where individual links are combined 

together to find out best path between source and 

destination. However, cache timeout policy is not possible 

to setup timeout in  path cache structure due to the limitation 

capacity of the storage space. There are two kinds of cache 

timeout are used: static timeout approach and adaptive 

timeout approach. Static timeout is assigned the same 

timeout value for every link cache entry; each link is 

removed from its cache after specific value o f t ime has 

elapsed since the link was added to the cache. In  contrast, 

adaptive timeout is assigned a timeout value based on the 

stability of the link endpoints. The timeout can be 

calculated based on the elapsed time since the link was last 

used. The following Figure 5 shows the various caching 

strategies.  

 

 

Figure 5. Route Cache strategies 

Replies from caches provide dual performance 

advantages. First, they reduce route discovery latency. 

Second, without replies from caches, the route request 

packet  will reach all nodes in the network. Cached replies 

quench the query flood early, thus saving on routing 

overheads. However, without an effective mechanism to 

remove stale cache entries, caches may  contain routes that 

are invalid. Then, route replies may carry stale routes. 

Attempted data transmissions using stale routes incur 

overheads, generate additional route error packets and can 

potentially  pollute other caches when a packet with a stale 

route is forwarded. 

A. Path Cache System 

The Dynamic Source Routing protocol is unarguably the 

most referred protocol for mobile networks. The 

effectiveness of the protocol is not unconnected with its 

caching mechanisms, that is, the ability to store already 

discovered routes in the nodes caches. This capability of the 

DSR protocol has been shown to reduce the overall control 

overhead involved in packets data transmission.  

In DSR, the in itiator of a Route Discovery represents a 

complete path (a sequence of links) leading from that node 

to the destination node. By caching each of these paths 

separately, a path cache can be formed 
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Figure 6: Typical view of MANET 

 

 

Path cache of the node A:  

 

A             C 

A    C           D 

A              C   D   E 

The problem with the path cache is that, when a link          

A         C is broken then there will be no  route to the nodes 

D and E exists in path cache.  

Limitation of Path Cache System 

 The Stale routes causes packet losses if packets 

cannot be salvaged by intermediate nodes 

 The stale routes increases packet delivery latency 

 Use static time out mechanisms 

 If the cache size is set large, more stale routes will 

stay in caches because FIFO replacement becomes 

less effective 

B. Link Cache System  

The Link Cache can be formed by adding a link to the 

graph of the node returned in Route Reply. In link cache, 

links learned from different Route Discoveries or from the 

header of any overheard packets can be merged together to 

form new routes in the network, but this is not possible in a 

path cache.The following figure 6 shows the example for a 

link cache: 

 

 

Figure 6 link cache for node S 

Each node keeps a table recording its perceived stability  

of other node. When a link enters cache, timeout for the link 

will be assigned; if the link is used again before the t imeout 

then timeout of the link is multip lied by some factor that 

can be configured as per the requirement. Th is increases the 

time out of the link. Once this timeout reaches zero, links 

will be eliminated from link cache 

 

 

 

 

The information maintained in link cache: 

 Each node will have topological view of the network. 

 Each node maintains time out for the links  

The algorithm also has the following attractive properties: 

 Distributed: It is scalable with network size because 

algorithm uses only local informat ion and 

communicates with neighbourhood nodes. 

 Adaptive: It notifies the nodes that have cached a 

failure link to update their caches. 

 Proactive on-demand: Proactive cache updating is 

triggered on-demand, without periodic behaviour. 

The Link Cache system also identifies the shortest path to 

destination, when source receives mult iple routes to the 

destination. In optimization of the dynamic source routing, 

each node collect the all informat ion about which node 

discover which link through forwarding packet. 

The advantages of the Link Cache system are: 

 Routes maintained only between nodes that need to 

communicate. 
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 No periodic activ ity, thus less overhead in packet 

delivery. 

 A single route discovery allows nodes replying from 

local caches yield many routes to the destination, 

 A route is established only when it  is required and 

hence the need to find routes to all other nodes in the 

network 

 It also reduces the time taken to find the path to given 

destination from source node    

IV. CONCLUSION 

This paper presents concept called link cache, this link 

cache provides topology of the network. The main use of 

link cache is to avoid  unnecessary route discovery process 

during the broadcasting of the route request packet. The 

link cache scheme affects on the performance of on-demand 

routing protocols in ad hoc networks. A link cache with an 

appropriate timeout mechanism could make use of the 

available route informat ion more efficiently, thus improve 

the protocol performance. However, without an appropriate 

timeout mechanism, a link cache may cause dramatically 

increased route errors and consequently severe performance 

degradation. The adaptive link lifet ime estimat ion scheme 

aims at tracking the “optimal” link lifet ime under various 

node mobility conditions . 
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