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ABSTRACT 

To fulfill this aim, 18 machine learning methods divided into 6 different categories, and 3 different feature selection 

was used in this study. After the Correlation-based Feature Selection (CFS) feature selection, the most successful 

algorithm was Naive Bayes and Fuzzy RoughSet with a ratio of 84.818%. However, after using Chi-Square feature 

selection, the most successful algorithm was found to be the RBF Network algorithm with 81.188% ratio. 

Consequently, it is recommended that specialist doctors who want to classify heart disease should use the SVM 

(PolyKernel) algorithm if they are not going to use feature selection whereas they should use should the Naive Bayes 

algorithm if they are going to use CFS as a feature selection. Additionally, if they are to use Fuzzy Rough Set and 

Chi-Square as the feature selection, it is recommended that they use the RBF Network algorithm. 

Keywords: Machine Learning, SVM (PolyKernel), Correlation-based Feature Selection (CFS), Heart Disease, CFS- 

SVM, Classification. 
 

I. INTRODUCTION 

As with all diseases, early diagnosis is very important in 

people with heart disease. Because when it is too late for 

the treatment of the disease, both large amounts of money 

are spent and it causes problems in recovery [1-5]. The 

main problems on this issue are that in the first stage of 

the disease, the diagnosis of the disease is not made with 

the help of computer-aided systems and the process is 

very slow since the final decision is made by the doctors 

[6-13]. In addition, results are directly affected due to 

conditions such as the education taken, working 

conditions, number of patients per physician [45-56]. In 

addition, the low rate of making the right decision at the 

first stage can be seen as another problem. In order to 

make a full diagnosis, people who apply to health 

institutions are repeatedly tested. This state means both 

time and financial loss. The way to minimize the damage 

in these situations is to benefit from computer aided smart 

systems. The main reason why such smart systems have 

not been used until now is that artificial intelligence and 

computer systems were not so common. Besides, the fact 

that the technology was not so advanced and accessible 

made the transition to these smart systems difficult [58-

60]. This does not mean that the human factor will be 

completely eliminated in decision-making processes. On 

the contrary, the human factor will become even more 

effective. Because ultimately, it is the people who 

produce these smart systems. The only goal here is to 

speed up the process and make decisions with high 

accuracy by minimizing human errors [23-28].  

 

 

 

II. METHODS 

In 2013 Thangamani, M., T et al. [34], has been proposed 

to identify the disease name with the symptoms specified 

and extract the sentence from the article and get the 

Relation that exists between DiseaseTreatment and 

classify the information into cure, prevent, side effect to 

the user.This electronic documentis a “live” template.   

In 2007, Abraham, R., et al. [35], a new feature selection 

algorithm to improve the classification accuracy of Naïve 

Bayes with respect to medical datasets. Our experimental 

results with 17 medical datasets suggest that on an 

average the new CHI-WSS algorithm gave best results. 

The proposed algorithm utilizes discretization and 

simplifies the’ wrapper’ approach based feature selection 

by reducing the feature dimensionality through the 

elimination of irrelevant and least relevant features using 

chi-square statistics. For our experiments we utilize two 

established measures to compare the performance of 

statistical classifiers namely; classification accuracy (or 

error rate) and the area under ROC to demonstrate that the 

proposed algorithm using generative Naïve Bayesian 

classifier on the average is more efficient than using 

discriminative models namely Logistic Regression and 

Support Vector Machine. 

In 2017 Kikuchi, H.,  et al. [36], has been proposed the 

real medical dataset related to stroke and attempt to apply 

multiple regression with six predictors of age, sex, the 

medical scales, e.g., Japan Coma Scale, and the modified 

Rankin Scale. Our contributions of this paper include (1) 

to propose a practical privacy-preserving protocols for 

linear multiple regression with vertically partitioned 

datasets, and (2) to show the feasibility of the proposed 
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system using the real medical dataset distributed into two 

parties, the hospital who knows the technical details of 

diseases during the patients are in the hospital, and the 

local government who knows the residence even after the 

patients left hospital. (3) to show the accuracy and the 

performance of the PPDM system which allows us to 

estimate the expected processing time with arbitrary 

number of predictors. 

 

The number of parameters used in diagnosis has an effect 

on the accuracy rate of the algorithm. 

Feature selection is the process of evaluating which 

parameters are effective and how effective they are on the 

result. There are many feature selections in the literature. 

The important thing here is not to use feature selection in 

studies. It is necessary to find out whether feature 

selection has a positive effect on the result of the study. 

Depending on that: 

The results of the algorithms used in the studies are 

evaluated only on the correct percentages of success in 

most of them. However, these evaluations mislead 

readers. Success rates are necessarily important. Yet, it is 

also necessary to decide which of the algorithms are better 

in Type I and which in Type II error types.  

The concept of classification can be defined as 

distributing data between classes that are defined under 

certain rules on a data set. There are many classification 

methods in the literature. The important point here is to 

determine the correct classification algorithm appropriate 

to the data set and the success rate of the algorithm used is 

high. 

Regression is the description of the relationship between a 

response variable and one or more explanatory variables.  

Naive Bayes; Bayesian network consists of a structural 

model and a set of conditional probabilities. The structural 

model is a directed graph in which nodes represent 

attributes and arcs represent attribute dependencies.  

The decision tree is a method which is easy to understand 

and interpret classification (6). The decision tree method 

is one of the most popular algorithms in classification 

algorithms.  

Naive Bayes Tree (NBTree) is a hybrid algorithm, which 

deploys a naive Bayes classifier on each leaf node of the 

built decision tree and has demonstrated remarkable 

classification performance (8). 

Fuzzy-Rough Nearest Neighbour (FRNN) is the extension 

of the K-nearest neighbor algorithm by using the fuzzy-

rough uncertainty. The fuzzy uncertainty concept is used 

to measure the distance between the test pattern and the 

neighbor. It also helps to represent the neighbour to be in 

many classes. Due to the lack of features some of the 

neighbors and the test patterns may be indistinguishable 

hence the concept of rough uncertainty is used. The 

neighborhood structure is artificial, so the roughness 

emerges (9). 

The Fuzzy Nearest Neighbor (FuzzyNN) classifier is well 

known for its effectiveness in supervised learning 

problems. K-NN classifies by comparing new incoming 

examples with a similarity function using the samples of 

the training set. The fuzzy version of the kNN accounts 

for the underlying uncertainty in the class labels, and it is 

composed of two different stages. The first one is 

responsible for calculating the fuzzy membership degree 

for each sample of the problem in order to obtain 

smoother boundaries between classes. The second stage 

classifies similarly to the standard kNN algorithm but 

uses the previously calculated class membership degree 

(10). 

Innovative Feature selection  

Feature selection is an important set of algorithms used to 

achieve more consistent results by improving the correct 

classification rates or performances of the methods used 

in machine learning systems. In this study, CFS, Fuzzy 

Rough Set and Chi-Square algorithms are used as feature 

selection algorithm. 

Correlation-based Feature Selection (CFS) is a simple 

correlation-based filtering algorithm. One point to note 

here is that features with low correlation should be 

ignored. It should be ensured that the remaining features 

are highly correlated with each other. CFS’s feature 

subset evaluation function equation below is repeated here 

for ease of reference: 

At this point, it is aimed to employ a method to calculate 

reducts for fuzzy rough sets, and only the minimal 

elements positioned in the discernibility matrix are taken 

into consideration. Initially, the definition of the relative 

discernibility relations of the conditional attribute is 

carried out, then to qualify the minimal elements in the 

discernibility matrix relative discernibility relations are 

employed. Followingly, to calculate the minimal elements 

an algorithm is created.  

Chi-Square; is one of the most popular feature selection 

algorithms known in the literature. What lies on the basis 

of the algorithm is the calculation of the chi-square value 

between each feature and the target feature. With this 

calculation, the best chi-square score is determined and 

the desired number of properties is selected.  

Conclusion 

The aim of this study is to determine the machine learning 

algorithm with the highest accuracy rate of machine 

learning algorithms, which is one of the computer-aided 

smart systems in the diagnosis of heart disease. And also, 

it aims to determine how feature selection affects the 

performance of these machine learning algorithms and to 
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make determinations about the diagnosis of disease by 

using TP, FP, Kappa Statistics and ROC analysis as 

performance criteria. 
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