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I.    INTRODUCTION  
 

Cloud computing has been the remedy to the problem of 

personal data management and maintenance due to the 

growth of personal electronic devices. It is because users 

can outsource their data to the cloud with ease and low cost. 

The emergence of cloud computing has also influenced and 

dominated Information Technology industries. It is 

unavoidable  that cloud computing also suffers from security 

and privacy  challenges [1]-[15]. 

 

Cloud storage is gaining popularity recently. In enterprise 

settings, the rise in demand for data outsourcing, which 

assists in the strategic management of corporate data. It is 

also used as a core technology behind many online services 

for personal applications. Nowadays, it is easy to apply for 

free accounts for email, photo album, file sharing and/or 

remote access, with storage size more than 25 GB. Together 

with the current wireless technology, users can access 

almost all of their files and emails by a mobile phone in any 

corner of the world [16]-[20]. Considering data privacy, a 

traditional way to ensure it is to rely on the server to enforce 

the access control after authentication, which means any 

unexpected privilege escalation will expose all data. 

In a shared-tenancy cloud computing environment, things 

become even worse. Data from different clients can be 

hosted on separate virtual machines (VMs) but reside on a 

single physical machine. Data in a target VM could be 

stolen by instantiating another VM coresident with the target 

one. Regarding availability of files, there are a series of 

cryptographic schemes which go as far as allowing a third-

party auditor to check the availability of files on behalf of 

the data owner without leaking anything about the data, or 

without compromising the data owners anonymity [57]-[64]. 

Likewise, cloud users probably will not hold the strong 

belief that the cloud server is doing a good job in terms of  

 

 

confidentiality. A cryptographic solution, for example, with 

proven security relied on number-theoretic assumptions is 

more desirable, whenever the user is not perfectly happy 

with trusting the security of the VM or the honesty of the 

technical staff. These users are motivated to encrypt their 

data with their own keys before uploading them to the 

server. 

II. MADE WORK 

Nowadays, many organizations outsource data storage to the 

cloud such that a member of an organization (data owner) 

can easily share data with other members (users).Due to the 

existence of security concerns in the cloud, both owners and 

users are suggested to verify the integrity of cloud data with 

Provable Data Possession (PDP) before further utilization of 

data. However, previous methods either unnecessarily reveal 

the identity of a data owner to the un trusted cloud or any 

public verifiers, or introduce significant overheads on 

verification metadata for preserving anonymity. It is a 

simple, efficient, and publicly verifiable approach to ensure 

cloud data integrity without sacrificing the anonymity of 

data owners nor requiring significant overhead[21]-[30]. 

Specifically, introduce a security-mediator (SEM), which is 

able to generate verification metadata (i.e., signatures) on 

outsourced data for data owners. This approach decouples 

the anonymity protection mechanism from the PDP. Thus, 

an organization can employ its own anonymous 

authentication mechanism, and the cloud is oblivious to that 

since it only deals with typical PDP-metadata, 

Consequently, the identity of the data owner is not revealed 

to the cloud, and there is no extra storage overhead unlike 

existing anonymous PDP solutions [31]-[40]. The 

distinctive features of this scheme also include data privacy, 

such that the SEM does not learn anything about the data to 

be uploaded to the cloud at all, and thus the trust on the 
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SEM is minimized. In addition, extend the scheme to work 

with the multi-SEM model, which can avoid the potential 

single point of failure. Security analyses prove that scheme 

is secure, and experiment results demonstrate that scheme is 

efficient [46]-[56]. 

The major benefit of this approach is the decoupling of 

anonymity protection mechanism from the PDP itself. In 

other words, the protection of data owners’ anonymity 

incurs no extra cost for cloud service providers or any public 

verifiers. For this introduced a security mediator maintained 

by the organization itself, since it is of the organization’s 

interests to control who can use the data storage on its paid 

cloud service. In this way, less trust is placed by the 

organization on the cloud. To increase the level of trust they 

used multi SEM model with the technique of Shamir secret 

sharing [41]-[45]. 

The data access mechanism for cloud tenants is based on 

Boneh and Franklin IBE Algorithm and Biometric 

recognition. The original motivation for Identity-Based 

Encryption was to simplify certificate management in E-

mail system. when a person A sends mail to another person 

B at bob@company.com , the former never want to obtain 

latter’s public key certificate, After receiving the mail latter 

contacts the third party( i.e. private key 

generator),authenticates himself and obtains his private key, 

then he can read his mail. The advantage of using IBE is 

that any string can be used as public key, which means that 

latter’s email address itself can be used as public 

key(example latter@cloudmail.com).The biometric 

recognition automatically recognizes the identity of person 

depending on his/her biological traits, this includes body 

shape of a person, finger print, voice etc. 

The biometric recognition system can operate in two modes 

1.verification 2.identification. In verification mode the 

system accepts or rejects a person’s approach to access 

control. Whereas in the identification determines the identity 

of a person whom a particular trait belongs to. It is a 

hypothesis testing problem involving a balance between two 

error types 1.false reject rate (FRR) and 2.false alarm rate 

(FAR)S. 

III.    SYSTEM  ARCHITECTURE  AND 

MODULE DESCRIPTION 

 

The existing system consists of five steps 1. setup 2.keygen 

3.encrypt 4.extract 5.decrypt. Here in the extraction phase, 

when the data owner wishes to share a data to his friend, he 

computes the aggregate key for his friend by performing 

EXTRACT(msk,s);where ‘msk’ is the master secret key and 

’s’ is the set of data. The key thus generated is sent to his 

friend via E- mail. But this is not practical in cases when 

data owner wants to share data in a regular basis; (say 

research people and scientist daily shares data 24X7 basis. 

With the current system in practice, the process of sending 

the aggregate key to different friends is a time consuming 

thing. 

 

So in-order to rectify this problem ,we propose a noble idea 

in which both encryption and sending of keygen to the 

concerned party are both done by the system itself rather 

than prompting the data owner to do the same. As a result 

the time consuming process of sending mails containing the 

aggregate key can be bypassed, thereby enhancing the user 

interface. 

Advantages 

 
o It is more secure  

o Decryption key should send via secure channel and 
kept secret.  

o It is an efficient public key encryption scheme which 
support flexible delegation.  

o The extracted key have can be an aggregate key 
which is as compact as a secret key for a single class 

 

 MODULE DESCRIPTION 

 

The concerned project consists of the following 

modules:  

A. Setup Phase  

B. Encrypt Phase  

C. KeyGen Phase  

D. Decrypt Phase  

E. User Management Phase  

F. Data Management Phase 

 

A. Setup Phase 

 

The setup algorithm takes no input other than the 

implicit security parameter. It outputs the public parameters 

and master secret key. 

 

B. Encrypt Phase 

 

Encrypt(PK,M, A). The encryption algorithm takes as 

input the public parameters PK, a message M, and an access 

structure A over the universe of attributes. The algorithm 

will encrypt M and produce a ciphertext CT such that only a 

user that possesses a set of attributes that satisfies the access 

structure will be able to decrypt the message. It will assume 

that the ciphertext implicitly contains A. 

 

C. KeyGen Phase 

 

Phase Key Generation(MK,S). The key generation 

algorithm takes as input the master key MK and a set of 

attributes S that describe the key. It outputs a private key 

SK. 
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D. Decrypt  Phase 

 
Decrypt(PK, CT, SK). The decryption algorithm takes as 

input the public parameters PK, a ciphertext CT, which 

contains an access policy A, and a private key SK, which is 

a private key for a set S of attributes. If the set S of 

attributes satisfies the access structure A then the algorithm 

returns a message M. 

 

E. User Management  Phase 

 

This part of the module mainly deals with the users who 

are associated with the proposed system. It is in this part of 

the module that the username and password are checked 

before they can log into the system. The user management 

module is also used for the management of the registered 

user by the administrator. The user management is the place 

where the administrator manages the GUI that helps the 

users to easily use the system without difficulty. Here we 

implement the side that is directly in contact with the users. 

A user is allowed to enter the system after authentication of 

that particular user. The users of the system have to provide 

user name and password .If a particular user is not in the 

login table, then he can’t access the system. 

 

F. Data Management  Phase 

 

The storage cloud is maintained by a third-party cloud 

provider (e.g., Amazon S3) and keeps the data on behalf of 

the data owner. We emphasize that we do not require any 

protocol and implementation changes on the storage cloud 

to support our system. Even a naive storage service that 

merely provides file upload/download operations will be 

suitable. 

 

 SYSTEM ARCHITECTURE 

 
The figure 1 shows the architectural diagram of the key 

aggregate cryptosystem. Suppose Alice wants to share her 
data m1, m2,...., mn on the server. 

 

 

 

 

 

 

 
 

Fig 1. Architectural diagram of proposed system 

 

 
She first performs Setup (1λ , n) to get param and execute 

KeyGen to get the public/master-secret key pair (pk, msk). 

The system parameter param and public-key pk can be made 

public and master-secret key msk should be kept secret by 

Alice. Anyone can then encrypt each mi by Ci = Encrypt (pk, 

i, mi). The encrypted data are uploaded to the server. With 

param and pk, people who cooperate with Alice can update 

Alice’s data on the server. Once Alice is willing to share a 

set S of her data with a friend Bob, she can compute the 

aggregate key KS for Bob by performing Extract (msk, S). 

Since KS is just a constant size key, it is easy to be sent to 

Bob through a secure e-mail. After obtaining the aggregate 
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key, Bob can download the data he is authorized to access. 

That is, for each i ε S, Bob downloads Ci from the server. 

With the aggregate key KS, Bob can decrypt each Ci by 

Decrypt (KS, S, i, Ci) for each i ε S. 

IV.     SYSTEM IMPLEMENTATION 

 

A key-aggregate encryption scheme consists of five 

polynomial-time algorithms as follows. The data owner 

establishes the public system parameter via Setup and 

generates a public/master- secret3 key pair via KeyGen. 

Messages can be encrypted via Encrypt by anyone who also 

decides what ciphertext class is associated with the plaintext 

message to be encrypted. The data owner can use the master-

secret to generate an aggregate decryption key for a set of 

ciphertext classes via Extract. The generated keys can be 

passed to delegatees securely (via secure e-mails or secure 

devices) Finally, any user with an aggregate key can decrypt 

any ciphertext provided that the ciphertext’s class is 

contained in the aggregate key via Decrypt. 

 

▪ Setup: executed by the data owner to setup an 

account on an untrusted server. On input a security 

level parameter 1_ and the number of ciphertext 

classes n (i.e., class index should be an integer 

bounded by 1 and n), it outputs the public system 

parameter param, which is omitted from the input of 

the other algorithms for brevity.  

▪ KeyGen: executed by the data owner to randomly 

generate a public/master-secret key pair (pk; msk).  

▪ Encrypt: executed by anyone who wants to encrypt 

data. On input a public-key pk, an index I denoting 

the ciphertext class, and a message m, it outputs a 

ciphertext C.  

▪ Extract: executed by the data owner for delegating 

the decrypting power for a certain set of ciphertext 

classes to a delegatee. On input the master secret 

key msk and a set S of indices corresponding to 

different classes, it outputs the aggregate key for set 

S denoted by KS. 

▪ Decrypt : executed by a delegatee who received an 

aggregate key KS generated by Extract. On input 

KS, the set S, an index i denoting the ciphertext 

class the ciphertext C belongs to, and C, it outputs 

the decrypted result m if i €S. 

 

A canonical application of KAC is data sharing. The key 

aggregation property is especially useful when we expect the 

delegation to be efficient and flexible. The schemes enable a 

content provider to share her data in a confidential and 

selective way, with a fixed and small ciphertext expansion, 

by distributing to each authorized user a single and small 

aggregate key. Using KAC for data sharing in cloud storage 

.Here we describe the main idea of data sharing in cloud 

storage using KAC, illustrated in Architectural diagram, 

Figure 4.1 . Suppose Alice wants to share her data 

m1,m2,....my on the server. She first performs Setup to get 

param and execute KeyGen to get the public/master-secret 

key pair (pk, msk). The system parameter param and public-

key pk can be made public and master-secret key msk should 

be kept secret by Alice. Anyone (including Alice herself) can 

then encrypt each mi by Ci = Encrypt(pk, i ,mi). The 

encrypted data are uploaded to the server. With param and 

pk, people who cooperate with Alice can update Alice’s data 

on the server. Once Alice is willing to share a set S of her 

data with a friend Bob, she can compute the aggregate key 

KS for Bob by performing Extract(msk,S). Since KS is just a 

constant size key, it is easy to be sent to Bob via a secure e-

mail. After obtaining the aggregate key, Bob can download 

the data he is authorized to access. That is, for each i € S, 

Bob downloads Ci (and some needed values in param) from 

the server. With the aggregate key KS, Bob can decrypt each 

Ci by Decrypt for each i € S. 

V. SYSTEM TESTING AND RESULTS 

 
SYSTEM TESTING : 

 
System testing is the stage of implementation, 

which is aimed at ensuring that the system works accurately 

and efficiently before live operation commences. For any 

software that is newly developed, primary importance is 

given to testing the system. It is the last opportunity for the 

developer to detect the possible error in the software before 

handling over to the customers. 

 

RESULTS : 

 

 
Fig 2. HomePage 

 

 

 
Fig 3. Registration Page 
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Fig 4. Login Page 

 

 

 
Fig 5. User File Upload 

 

 

 

 
Fig 6. My File  

 

 

 

 

 
Fig 7. Shared With Me 

 

 

 
Fig 8. Change Password 

 

 

 

 
Fig 9. Forgot Password 
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Fig 10. Contact Us 

 

VI.   CONCLUSION 

 
 Users information privacy is a central question of cloud 
storage. With extra mathematical tools, cryptographic 
schemes are getting more flexible and involve multiple keys 
for a single application. The scheme introduce how to 
“reduce” secret keys in public-key cryptosystems which 
support delegation of secret keys for various encrypted 
classes in cloud storage. These approach is more flexible 
than hierarchical key assignment which simply save spaces 
if whole key owner distribute a similar set of privileges. A 
restriction is the predefined bound of number of most cipher 
text classes. In cloud storage, number of encrypted text 
generally grows fastly. That’s why we have to reserve more 
cipher text classes for future work otherwise extend public 
key.  

 The parameter can be downloaded with encrypted text, it 
would be better if its size is not dependent of more number 
of cipher text classes. On the other side when one carries 
delegated keys around mobile device without particular 
accurate hardware, the key is prompt to leakage, designing a 
leakage resilient cryptosystem allows competent and 
flexible key delegation is interesting way. 
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