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ABSTRACT 
This paper presents a validated conceptual model for evaluating graduates using machine learning techniques by mapping their 

problem solving skills to industry jobs’ competence requirements. This is because, for college graduates, knowing the right 

industry role that suits them based on their competences has remained critical when searching for jobs after graduation. Indeed, 

as thousands of university students graduate each year and enter the market to search for jobs that are limited so then are they 

exposed to a high risk of not only long search but also job mismatch on employment. In order to enhance both their quick 

employability and optimal performance in the job, evaluation of graduates’ possession of relevant skills is necessary by not only 

employers but also training institution. In fact, problem solving is one of the skills acquired by graduates during training and 

strongly sought for by employers during evaluation, yet it is not clear which of its predictor attributes are related to enhanced 

performance in the job. Besides, evaluation is supposed to be predictive by matching skills possessed by graduates with those 

required by the job. Thus, predictive evaluation using data-driven techniques such as machine learning may greatly promote 

graduates’ performance in the job. However, we do not have a validated conceptual model for machine learning-based 

predictive evaluation of graduates skills towards industry roles that can be used by both employers and learning institutions. As 

a result, there is a mismatch between skills possessed by graduates and those required in the job whose impact is evidenced by 

high employee turnover, poor productivity and low job motivation. This paper focusses on this gap by addressing two 

objectives: 1) to outline theoretical conceptual development 2) to develop experimental conceptual validation methodology. 

Theoretical development was approached through two cognitive dimensions, namely knowledge and skills, and were derived 

from three cognitive theories. A total of 13 concepts were revealed as follows: 4 independent and 9 confounding. Validity of 

these concepts was investigated empirically where 5 concepts were confirmed as valid, namely relevant content knowledge, 

cognitive skills, technical skills, academic capacity, and age. The machine learning implementation of the validated conceptual 

model recorded an average accuracy of 88.6% on a carefully selected benchmark dataset.  
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I.     INTRODUCTION 

Globally, large number of graduates hold jobs that do not 

make  best use of their skills, 70% in Sub Saharan Africa; 

35% in Europe [16]. This suggests that there is a mismatch 

between skills possessed by graduates and those required in 

the job. Consequently, this has negative impact to both 

graduates and employers as evidenced by reduced job 

satisfaction, high employee turnover, and low productivity 

[16]; [10]; [3]; [21]. And that is why for college graduates, 

knowing the right industry role that suits them based on their 

competences on graduation is critical especially when 

searching for jobs after graduation. More particularly, as 

thousands of university students graduate each year and enter 

the market to search for jobs that are limited, they are exposed 

to a high risk of not only a long search but also job mismatch 

on employment [5]. Unfortunately, this trend will continue 

unless a mitigation is provided to enhance both employability 

of graduates and their performance in the job.  

Ideally, one such mitigation is evaluation by both employers 

and training institution of graduates’ possession of skills that 

empower them to perform in the job. In fact, problem solving 

is one of the skills acquired by graduates during training and 

strongly sought for by employers during evaluation.  Besides, 

evaluation is supposed to be predictive by matching the skills 

possessed by graduates with those required by the job. 

Coincidentally, due to wide availability of data predictive 

evaluation using data-driven techniques such as machine 

learning may greatly improve and promote graduates 

performance in the job. However, we do not have a validated 

conceptual model for predictive evaluation of graduates skills 

towards industry roles that can be used by both the employers 

and learning institutions.  As a result, the impact is a 

mismatch between skills possessed by graduates and those 

required in the job leading to industry academia gap 

evidenced by high employee turnover, poor productivity and 

low job motivation [16]; [3]; [21]. 

In conclusion, predictive evaluation through mapping of skills 

to industry roles involves matching and linking graduates’ 

skills with those required by industry roles for job prediction 

purpose [3]. Surprisingly, this process is useful because it 

provides feedback to candidates for job suitability [1], easy 

way for companies to filter high quality candidates before 
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interview [22] as well as credentials to candidates to signal 

employability [14]. While skill refers to ability to apply 

knowledge needed to perform a task so as to produce desired 

results [24], industry role is a well-defined job in an industry 

occupation that requires a certain set of skills to perform [19]. 

However, despite efforts to map the skills to industry roles 

this process has remained difficult due to lack of valid 

concepts for the modelling methodology in the phenomenon 

[1]; [21]. Therefore, our research question would be, are there 

valid concepts that can be used to develop a valid model for 

predictive mapping of graduates skills to industry roles using 

machine learning techniques?  

II.     RELATED WORK 

[6] built a classification model for improvement of employee 

selection by predicting both retention and performance of new 

job applicants. Although performance of their model was 

good (80%), the target concepts for mapping were broad. For 

each role, graduates were mapped not only as either ‘can 

perform’ or ‘can’t perform’ but also as either ‘retainable or 

unretainable’, hence in two layered labels. Prediction label 

was a combination of layer1 (can perform or can’t perform) 

and layer2 (retainable or unretainable) labels. This way, it was 

possible to have more than one industry role with similar 

labels hence multiple label prediction problems. Also, [17] 

presented a classification model for predicting graduate’s 

employability. Although performance of their model was good 

(98%), the target concepts were broad and were mapping 

graduate’s skills as either employed or unemployed. Whereas 

target concepts were too broad and therefore not specific to 

industry roles, most of their ML attributes were not relevant to 

problem solving skills. [23] presented a model to map 

graduate’s skills to programmer competences. Although their 

ML attributes were relevant to problem solving skills, they 

were just too specific for programmers only and hence domain 

dependent. Equally, [22] developed a classification model to 

predict employability by mapping graduate’s skills to software 

engineer’s role. Although performance of their model was 

good (82%) and their ML attributes were relevant to problem 

solving skills, their target concepts for mapping were broad 

and were mapping graduate’s skills as either satisfactory or 

unsatisfactory. Besides, it was possible to have more than one 

industry role with similar labels hence multiple label 

prediction problems. The current study is an extension of a 

proposed model for predictive mapping of graduate’s skills to 

industry roles using machine learning techniques by [18]. 

III. THEORETICAL DEVELOPMENT 

Theoretical development was approached through two 

cognitive dimensions, namely knowledge and skills, and were 

derived from three cognitive theories [26]; [2]; [15]. Skills and 

knowledge were perceived to have been acquired in the 

Academia as learning outcomes during training, while 

competences were perceived to be those learning outcomes 

that were relevant and required to perform jobs in the industry 

[12]. Further, there was need to understand from theoretical 

literature those attributes that promote improved performance 

in the job. Thus, three theories were identified and helped to 

give insight on when and at what stage was evaluation done 

during training as well as what attributes and how these 

attributes were evaluated.  This helped to understand these 

attributes as concepts acquired from content knowledge 

learned during training and concepts that promote transfer of 

knowledge and skills outside training environment such as job 

environment. Fig 1 and 2 illustrate our approach towards 

theoretical development. 

 

 

Fig. 1 Towards Theoretical Development 

Besides, it was revealed from literature that the adequacy of 

these concepts to promote performance in the job varied 

according to some influence from some demographic factors. 

As a result a total of 13 concepts were revealed as follows: 4 

independent and 9 confounding and were used to develop our 

conceptual model. Figure 3 shows our conceptual model 

derived from the theoretical development. This, therefore 

confirms that a model captures relevant features of a 

phenomenon and these features are derived from theoretical 

literature as elaborated by [20]. 

 

 
 

Fig. 2 Theoretical Conceptual Development 
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Fig. 3 Conceptual Model 

 

IV.  RESEARCH METHODOLOGY 

Initially, theoretical literature analysis provided concepts 

that characterized the research problem before experimental 

evaluation validated them. The concepts were operationalized 

by identifying appropriate indicators and then variables 

through which data would be collected or recorded. Table 1 

illustrates the operationalization of each concept through 

carefully selected indicators and variables. 

 
Table 1 Operationalization of Conceptual Framework concepts 

 
 

After carefully searching for a dataset that would suit the 

purpose of this method, AMEO2015, one of the datasets listed 

by [1] was selected to validate our conceptual model. The 

dataset was downloaded from the web link 

http://research.aspiringminds.com/resources/. The dataset 

contains data related to entry level engineers, including 

software engineers. The dataset has 38 attributes and 3998 

instances. AMEO2015 is a dataset comprising cognitive skills 

test scores (AMCAT test scores), bio data details and 

employability outcomes of job seekers.  

AMEO is an acronym for Aspiring Minds Employability 

Outcomes which is a research affiliated group with the 

following research objectives: 1) to determine combination of 

skills needed for various jobs in the market, 2) to provide 

feedback to candidates on their job suitability, gaps in their 

skill set for a particular job, and ways for them to improve 

upon, 3) to provide job credentials to candidates to signal 

employability, 4) to provide an easy way for companies to 

filter high quality candidates and provide interview 

opportunities for them. 

In our study, the dataset was carefully analysed to produce 

a benchmark dataset.  This included the following steps: 

1) Filtering out all non-software engineers’ data records. 

Specialization column of the data set was used where all non-

Computer Science and non-Information Technology data 

records were removed. 

2)  Filtering out all trainees and senior software 

engineers’ data record. Designation column was used to 

remove any data record that implied a trainee or senior 

software developer/engineer.  

3) Filtering out columns or attributes that were not 

relevant to our study, such as date of joining, job city, 

personality attributes, salary, etc. Attributes that correlated to 

our data variables/features in the conceptual model were 

retained. 

4) Deriving data values for variables that were not 

directly represented in the dataset, such as age was derived 

from date of birth and date of joining columns, Relevant 

content knowledge was derived from domain column, 

cognitive skills was derived from average of English, Logical, 

and Quant columns, Technical skills was derived from 

computer programming column, academic Capacity was 

derived from average of 12percentage (High school exam 

grade) and collegeGPA columns. 

5) Selecting industry roles whose names clearly 

indicated a well-defined software engineer’s role. General 

names such as software engineers and software developers 

were ignored. 

6) Computing the weights for each of the independent 

variables for all the industry roles selected.    

Table 2 describes the main sources of the benchmark 

dataset attributes relative to the original secondary dataset. 

 
Table 2: Description of the benchmark dataset 

 
 

Lastly, design of experiments to determine the most 

relevant attributes or features using the datasets was 

conducted. Generally, in computing there is a predefined way 

of carrying out experiments. [13] has elaborately defined the 

six steps to follow as: 1) conception, 2) design 3) preparation 
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4) execution 5) analysis 6) dissemination and decision making. 

Besides, [25] outlines basic principles that should be observed 

before an experiment is conducted. Following these guidelines, 

laboratory experiments to validate the proposed conceptual 

model were carefully developed. Table 3 outlines the 

experimental design for the experiments. Three algorithms 

(Logistic Regression, K-Nearest Neighbours, and SVM) were 

used as experimental subjects. Out of the features generated 

by each of the three algorithms, features that appeared in at 

least two of these algorithms were selected. 

 
Table 3 Characterization of research experimental design (adapted from [13]) 

 
 

V.  EXPERIMENTAL RESULTS 

A. Findings of Secondary Data 

A total of 13 variables or features were derived from the 

dataset with 279 data records (instances) and 12 well defined 

industry roles. Figure 4a shows a snapshot of the benchmark 

dataset where the codes adopted in the class columns 

represented the following industry roles extracted: 1:ios 

developer(9), 2:data analyst (14), 3:android developer(23), 

4:java developer(40), 5:programmer(12), 6:software test 

engineer(42), 7:systems administrator(9), 8:network 

engineer(8), 9:php developer(19), 10:web developer(32), 

11:programmer analyst(51), 12:test engineer(19). In 

conclusion, a benchmark dataset with a total of 13 features 

excluding the target class label was extracted after which 

feature selection was applied and reduced the features to 5. 

 
Figure 4a: SE Benchmark dataset 

 

B. Feature selection 

Initially, features were selected that other evidence, 

including more general models fitted into the full dataset, 

suggest would be important predictors of industry roles as 

applied by [7]. In this paper, three machine learning 

algorithms, namely logistic regression (LR), K-Nearest 

Neighbour (KNN) and Support Vector Machines (SVM) were 

used for this process. Through sequential backward selection 

method the three algorithms, (LR, KNN, and 

SVM(kernel='gamma', C=1.0, random_state=0)  ) were 

applied on the benchmark dataset (see Figure: 4a,b,&c) and 

resulted into a range of 4 feature subsets for each of the 

respective algorithms that gave an optimal performance 

accuracy (validation =0.80%, test=0.78%) , (validation 

=0.84%, test=0.71%) and (validation =0.90%, test=0.85%) 

respectively. 

 
Figure 4a: Logistic Regression algorithm run results 

 

 
Figure 4b: K-Nearest Neighbor algorithm run results 

 

 
 

Figure 4c: SVM algorithm run results 

 

Thus, the best features that gave optimal results to each 

algorithm as evidenced by Figures 4a, b, & c, in increasing 

order of importance, were: 
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LR= {Age, D, A, C}; KNN = {Age, R, D, A}; SVC = { R, 

D, A, C} 

Eventually, comparison was conducted and features that 

were popular in at least two algorithms were selected as true 

candidates for the best features while the rest were marked as 

false. Table 4a presents results of comparative analysis of 

features’ subsets for the three algorithms where Y (yes) was 

used to mark a feature selected by an algorithm, otherwise a 

dash (-). A true/false score was used to analyse the features 

along the columns where a feature with at least two Ys was 

scored true otherwise false.  

Those algorithms whose features had been scored false, 

hence marked for removal, were further analysed to study 

performance impact of removing each feature both in isolation 

and in combination. Caution was taken to ensure core features 

of the model were carefully removed and analysis was 

conducted on the impact of adding a feature in other 

algorithms where it was not selected, especially the core 

features marked for removal. Popular features that did not 

exist in other algorithms, were added unconditionally into the 

subsets of these algorithms. As a result, all three algorithms 

were affected through adding popular features, namely LR 

(feature ‘R’), KNN (feature ‘C’) and SVM (feature ‘age’). 

The overall impact in performance for removing or adding 

new features was determined.   

For logistic regression (LR), the impact of adding ‘R’ was a 

loss in performance of -0.01 (0.78 to 0.77). For KNN, the 

impact of adding ‘C’ was a gain in performance of +0.12 

(0.71-0.83). For SVC, the impact of adding ‘age’ was 0.00 

(0.85-0.85). In conclusion, the addition of these popular 

features would result to a total gain in performance of +0.11 

as shown in Table 4. As a result, a total of five features from 

the original 13 were selected as optimal features for further 

analyses, namely: age, R (relevant knowledge), D (cognitive 

skills), A (technical skills), C (capacity). Table 4a. shows 

cross analysis of features selected by the three algorithms. 

 
Table 4a: Analysis of relevant features using SE benchmark dataset 

 
 

Further experiments were conducted using the SE 

benchmark dataset where two induction algorithms for our 

machine learning model were fitted with all features, then 

with only the 5 selected features and the results were as shown 

in Table 4b. Further analysis was conducted to test whether 

model’s performance difference was significant. 
Table 4b: Model performance with all and only selected features in SE 

benchmark dataset 

 Validation Test (naïve 

Bayes)  % 

Validation Test (SVM) % 

 All features 

(ta) 

Selected 

features (ts) 

All features (ta) Selected 

features (ts) 

Fold1 36.59 85.37 75.61 85.37 

Fold2 51.43 74.29 74.29 88.57 

Fold3  38.24 79.41 85.29 88.24 

Fold4  40.63 75.00 87.50 87.5 

Fold5 53.33 80.00 93.33 93.33 

Mean  44.04 78.81 83.20 88.60 

 

C. Testing whether the difference of group means (folds) 

was significant using ANOVA 

Table 4b presents validation test results showing a trade-off 

between model’s performance with all features and selected 

features both under naïve Bayes and SVM based constructs of 

the model. Two groups were defined, namely all features’ and 

selected features’ groups. The results reveal a possible 

difference between the two scenarios under both constructs of 

the model.  The mean difference under naïve Bayes construct 

of the model was 34.77 (78.81-44.04) while under SVM was 

5.4 (88.60-83.20). To be sure the difference was not due to 

any other factor but only difference in number of features, 

ANOVA test was conducted to rule out the effect of group 

(fold) to group (fold). For this type of test to be valid, 

conditions for ANOVA that must be satisfied, homogeneity of 

group variance and normality of data, were checked.  

Table 4c presents results for ANOVA analysis for both 

kinds of model constructs investigated through 10 trials of 5-

fold cross-validation experiments. The results indicate the 

feature sets variances were equal for naïve Bayes based model 

while not equal for SVM based model and, in fact, means of 

the two feature sets scores were different in either case and, 

therefore, the seemingly difference between the two models in 

Table 4b was real, was due to effect of variation of feature set. 

For SVM based model Welch and Brown-Forsythe values are 

0.000 for both. 

 
Table 4c: ANOVA results (effect of feature selection ) in SE benchmark 

dataset 

Type of 

validity 

Type of test Model  p-

value  

Decision 

1.Homogeneit

y of group 

variances 

Accept if  

p>0.1 

(Levene test - 

Equality of 

variances) 

Hypothesis: Are 

variances 

between the 

groups equal? 

naiveBaye

s 

0.250 ACCEPT 

SVM 0.021 REJECT 

2.Difference 

of group 

means  

Accept if  

p>0.05 

(F test - Equality 

of group means)  

Hypothesis: Are 

group means 

equal? 

naiveBaye

s 

0.000 REJECT 

SVM 0.000 REJECT 

Table 4c reveals that reduction of features improved the 

performance of our model. The change in performance was 
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significant. Slightly better performance could be achieved 

with fewer features, hence reducing the computational 

demand in terms of time and computational power. For this 

dataset, out of 13 features only 5 features produced optimal 

results, namely Age, R, D, A, C. 
 

VI. CONCLUSION 

This paper has presented theoretical development of 

concepts to tackle the problem of mapping graduates’ skills to 

industry role as well as the methodology for validating these 

concepts. For purpose of clarity, the results have been 

presented using tables. The statistical analysis procedures 

have been carefully selected based on preliminary tests results 

for data validity.  

In summary, the results findings in this paper have literally 

provided answers to the research question posed in this study: 

Are there valid concepts that can be used to develop a valid 

model for predictive mapping of graduates’ skills to industry 

roles using machine learning techniques? Based on the 

findings in this study, it is important to note when developing 

classifier models for mapping skills to industry roles that 

appropriate attributes that are valid for machine learning are 

content knowledge, cognitive skills, technical skills, academic 

capacity, and age. 
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