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#### Abstract

In this study, we offer a novel method for spotting counterfeit coins in photographs. The dissimilarity space is a vector space built by comparing a coin picture to a collection of prototypes. Dissimilarity between the target picture and a reference one is quantified in many dimensions. The local keypoints on each picture are recognised and explained to calculate the dissimilarity between the two coin images. In accordance with the coin's details, it is possible to quickly find the corresponding landmarks in the two photos. Furthermore, we offer a post-processing approach to get rid of duplicate keypoints. One-class learning is used for fake coin identification because there are so few fake coins in circulation that only actual coins are required to train the classifier. Many experiments have been run to test the suggested method with a variety of datasets. Those are some very outstanding outcomes, proving the legitimacy and usefulness of the approach.
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## I. INTRODUCTION

Money in the form of coins is employed in a broad variety of equipment and services throughout our everyday lives. With their superior durability against wear and tear, coins outlast paper money by many years. Coins aren't only useful for exchanging hands; they're also interesting collectibles because of the aesthetic worth they often have and the vivid glimpse they provide into the social life of the past. However, in recent years, several illicit counterfeiting groups have produced and sold phoney coins, resulting in substantial financial loss and social disruption. So, the ability to spot counterfeit money is crucial. In numismatics, this is a similar major issue. Though it's theoretically possible to have forensic professionals analyse the coins in question, the sheer number of coins involved makes this approach unfeasible. Because of this, there is a need for a system that can identify phoney coins automatically. Coin diameter, thickness, weight or shape may be used to distinguish between genuine and fake coins as presented in the patents [1, 2]. Although these measurements are easy to make, they are rather limited in the discriminative power. The fake coins made nowadays are of fairly high quality, so they often bear great resemblance to their genuine counterparts, which renders the detection of fake coins extremely challenging. Fake coins were detected by electronic means as proposed in the patent [3]. To this end, a primary coil that was excited by a signal with a particular frequency was imposed on one side of a coin passage. For the other side of the coin passage, it was associated with a secondary coil that was electromagnetically coupled with the primary coil.

When a coin passed through, the attenuating voltage signal coming from the secondary coil could be used to determine whether the coin was genuine or fake. In addition to the electronic means, the magnetic properties of the coin were employed for fake coin detection in the patent [4].

## II. RELATEDWORKS

In [5, 6], Hida et al. proposed to use X-ray fluorescence and X-ray di_raction to detect fake coins, and the raw materials used to make the coins were differentiated between genuine and fake coins.
There are a few attempts in the literature that exploit images for fake coin detection. They can be used stand alone or in conjunction with the methods mentioned above. Employing images to detect fake coins usually benefits from low cost and ease of use. With the growing popularity of smartphones, it is highly desired if one can determine the authenticity of a coin by simply taking a picture of it. More specifically, given the image captured from a coin, some pattern recognition techniques can then be applied to automatically decide whether it is genuine or fake. For example, Tresanchez et al. [7] proposed to detect twoEuro fake coins based on the coin images captured by an optical mouse sensor, with each image corresponding to a small area, viz. $1=14$, of the coin. Several reference images from the two- Euro genuine coins were selected. Afterwards, the detection of fake coins was carried out by template matching. Yet, it was vulnerable to distortions resulting from coin rotation, wear and so on. Sun et al. [8] detected fake Danish
coins based on their image characteristics. Although the experimental results were inspiring, the dataset used was extremely small which consisted of only 16 coins. The images were also employed for fake banknote detection as proposed in the papers [9, 10]. Several studies employed coin images to address the issue of coin recognition.
Coins may be recognized in terms of their issuing countries, denominations and so on. For example, two types of coins, namely, 500 Wons and 500 Yens, were recognized based on their image characteristics in [11]. Kim and Pavlovic [12] aimed at recognizing ancient Roman coins according to the engraved empires on the coin image. Huber et al. [13] proposed to recognize coin images in terms of their denominations and countries of origin. However, the problem of coin recognition significantly differs from fake coin detection investigated in this study. For coin recognition, one important concern is to reduce the sensitivity to the variations among the coins from the same class. So it is highly probable that the fake coins, especially those of high quality, are classified as belonging to the same class as their genuine counterparts under the coin recognition framework. However, these particular variations may be a very useful signal indicating the authenticity of the coin, and therefore need to be highlighted for fake coin detection. Moreover, detecting fake coins is considered more tricky due to the possibility that the aforementioned variations may arise from coin wear or contamination caused by daily use. In this case, the variations should be ignored like in the coin recognition problem. In order to exploit images for fake coin detection, the very first step is image representation. An informative as well as compact image representation is of paramount importance. Compared with using raw pixels for image representation, a preferable way is to extract features characterizing several different aspects of the image such as its texture or shape. The common practice is to put these features into a vector to represent the image. Using vectorial representation does not only benefit from its compactness but also facilitate the access to a rich repository of machine learning tools such as SVM $[14,15]$ and neural networks $[16,17]$ which work in the vector space. However, representing an image by a single vector usually lacks suffcient descriptive power. Moreover, the dimension of the vector has to be decided a priori and fixed for all the images regardless of their characteristics. Besides vectors, researchers came up with different ways of image representation. For example, trees $[18,19]$ and graphs $[20,21]$ were employed to represent images, while a variable length image signature was proposed in [22]. Although these representations are more flexible and powerful
compared with the vectors, they are limited in the real world due to the high computational overhead.

In recent years, the local keypoint detectors and descriptors have been widely employed to describe an image [23-26]. The common pipeline is to first detect some keypoints in the image using detectors like Di_erence-of-Gaussian (DOG) [27], Harris-Laplace, Harris-A_ne, Hessian-Laplace or Hessian- A_ne [28]. Subsequently, the image region within a certain radius around the keypoint is described using descriptors such as Scale Invariant Feature Transform (SIFT) [27], PCASIFT [29], gradient location and orientation histogram (GLOH) [24] and shape context (SC) [30]. The local keypoint detectors and descriptors are distinguished by their great discriminative power and robustness to image distortions such as illumination, resolution and viewpoint transformations. Besides, the number of keypoints varies across images according to their characteristics. However, representing an image in terms of a set of keypoints cannot fit in the vector-based machine learning tools. To deal with this problem, the Bag-Of-Visual- Words (BOVW) model proposed by Sivic and Zisserman [31] may be employed. Analogous to the Bag-Of-Words (BOW) model in the text domain [32], a visual word vocabulary is built through clustering the local descriptors obtained from a training set. Hence an arbitrary descriptor can be represented by its nearest visual word in the vocabulary. Consequently, an image is represented by a vector, the dimension being equal to the size of the vocabulary. Each dimension of the vector denotes the occurrence statistics of the corresponding visual word in the image. Thanks to the vectorial representation, the machine learning tools are applicable. In spite of the popularity of the BOVW model, the discriminative power of the local descriptors is substantially diminished due to the involved clustering process. In this study, we also employ the local descriptors to generate image representations because of their superb discriminative power. However, instead of resorting to the BOVW model for generation of vectorial representations, we represent a coin image in the dissimilarity space [3335]. A block diagram of the proposed approach. The dissimilarity space is constructed based on a very basic operation, viz. comparison. It benefits from mimicking human perceptions well. When presented a suspected coin, we humans tend to compare it with its genuine counterparts to see whether they are different or not. Likewise, to construct the dissimilarity space, each coin image to be detected will be compared with some prototype coins that are genuine and selected beforehand, based on which the image can be represented as a vector. The dimension of the vector is determined by the number of prototypes and each dimension measures the dissimilarity between the coin
image under consideration and one of the prototypes. In order to compute the dissimilarity between the two coin images, the keypoints on each image are detected by the DOG detector and then described using the SIFT descriptor. The matched keypoints between the two images can be identified effciently by taking into account the characteristics of the coins. Furthermore, we propose a postprocessing procedure to remove mismatched keypoints. The dissimilarity between the two images is then derived from the number of matched keypoints. In this study, we compare two different prototype selection methods: random selection and clustering-based selection.

The random selection approach, as its name suggests, selects a set of prototypes randomly, while the Kmedoids clustering [36] is employed for prototype selection in the clustering-based selection approach. Since no clustering is applied to the local descriptors like in the BOVW model, we are able to achieve the best of both worlds: the great discriminative power of the local keypoint descriptors and the availability of the machine learning tools. The superiority of using dissimilarity space over the BOVW model in generating image vectorial representations is evident from the experiments presented in Section IV-C. Considering the fact that the number of fake coins is usually very limited in the real world, one-class learning is conducted for fake coin detection. We employ one-class SVM [37, 38], which adapts the SVM methodology proposed by Vapnik to the one-class scenario, so only genuine coins are needed to train the classifier. The proposed approach is evaluated extensively on four different datasets, containing coins that are of different denominations and from different countries. Besides, the impact of the parameters involved in the proposed approach is thoroughly investigated. We also compare it with the fake coin detection method in the literature. The promising results have confirmed the potential of the proposed approach.

## III. PROPOSED SYSTEM ARCHITECTURE

At first, a coin image is preprocessed to separate the coin from the background. Almost all the coins are circular except the ancient ones which are beyond the scope of this study. However, the coin may appear as an ellipse instead of a circle when it is not captured well. To address this issue, the Hough transform [39] aiming at ellipse detection is first employed. Afterwards, the obtained ellipse is normalized as a circle. Because of the great descriptive power of local descriptors, they are employed to measure coin image dissimilarity. More specifically, we first detect
keypoints on the coin image based on the DOG detector. Afterwards, the SIFT descriptor is chosen for keypoint description. The combination of DOG detector and SIFT descriptor has been shown to outperform other detector \& descriptor combinations in many applications [40, 41]. Given two coin images, their dissimilarity can be derived from the number of matched keypoints. Generally speaking, the smaller the number of matched keypoints, the more dissimilar the two coin images are. To find matched keypoints between two images, Lowe's methodology [27] is adopted. So the descriptor associated with the keypoint on one coin is compared with the descriptors of all the keypoints on the other coin in terms of Euclidean distance, from which its closest and second-closest neighbors can be identified. Based on the distance ratio of closest to second-closest neighbors, a decision with respect to whether the keypoint under consideration and its closest neighbor keypoint on the other coin are matched or not can be made by comparing the ratio with a threshold. Since there are usually hundreds or even thousands of keypoints on a coin image, searching the closest neighbor for each keypoint is computationally expensive. However, this problem can be alleviated by taking into consideration the characteristics of the coins.

Because the coins are circular, polar coordinates are preferred to the Cartesian coordinates when referring to the keypoints on the image. In real life, there is usually an imbalance with respect to the number of genuine and fake coins. It is much easier to obtain genuine coins compared with the fake ones. The issue of imbalance hampers the generalization ability of the commonly used two-class classifiers which need both positive and negative samples for training. To address this issue, we conduct one-class learning, so that the classifier can be built from genuine coins only. Adopting one-class rather than the two-class learning is also justified by the fact that it is not reasonable to classify the fake coins into one single class. Since most of the existing anticounterfeiting techniques aim at one particular type of counterfeiting, the malicious counterfeiters usually make fake coins that are different from each other, and thus can fool the anti-counterfeiting techniques. So the fake coins may belong to multiple classes. Yet, all the genuine coins can roughly be assumed to be alike. Thanks to one-class learning, we are able to focus on the genuine coins, and will not get distracted by the diversities of fake coins. Given a coin to be examined, if it bears great resemblance to its genuine counterparts, it will be classified as genuine; otherwise, it will be considered as fake. We employ
one-class SVM for fake coin detection in this study. One-class SVM was proposed by Scholkopf et al. and was considered a natural extension of the support vector algorithm to the case of unlabelled data [37]. In general, the objects belonging to the class are termed as targets, while those outside the class are called outliers. With a set of training samples from the same class, the basic idea of one-class SVM is to learn a hypersphere which can enclose most of the
training samples while minimizing the volume of the sphere at
the same time. As with SVM, the kernel trick is employed to map the input data to some feature space in which they can be linearly separable. In the mapped feature space, the origin is considered as the only sample from the second class. Then a maximum margin hyperplane separating the training samples from the origin will be learned.


Fig. 1 Proposed System Architecture

## IV. RESULTS AND DISCUSSION

To validate the proposed approach, we evaluate it on different coin datasets. In addition, the impact of the parameters involved in the proposed approach is thoroughly investigated. In order to demonstrate the effectiveness of the proposed coin image representation in the dissimilarity space, we compare it with the representation generated from the commonly used BOVW model [31]. We further compare the proposed approach with Sun et al.'s method presented in [8]. Four datasets, namely, DanishCoin1991, DanishCoin1996, DanishCoin2008 and ChineseCoin1912, are employed in this study. The former three datasets are composed of the images captured from the obverse side of Denmark 20 Kroner of different years, while the ChineseCoin1912 dataset consists of images captured from the obverse side of one-yuan coins issued in the first year of the Republic of China. All the images are grayscale in JPEG format. The images in the same dataset are subject to different distortions. They are varied in several aspects
involving resolution, orientation and illumination, etc. The number of genuine as well as fake coins in each dataset is specified in Table I. We show several genuine and fake coin samples in Fig. 2. Moreover, each dataset is randomly split into an independent training set, validation set and test set as shown in Table I. A classifier is learned based on the training set and then evaluated on the test set. Regarding the validation set, it is used to select the parameters involved in the proposed approach as detailed in Section IV-B. Note that the training set is composed of genuine coin images only. To evaluate the performance of the proposed approach, we employ the Receiver Operating Characteristics (ROC) curve [46]. It is obtained by applying different thresholds to the output of the decision function. Besides, to summarize the performance in terms of a single-figure measure, the Equal Error Rate (EER) is used. Ten different splits were made to construct the training, validation and test sets on each dataset, and the performance is reported in terms of the average ROC curve and average EER.

Table I Statistics of coins in the four datasets.

| Datasets | No. of genuine coins | No. of fake coins | Total |
| :--- | :---: | :---: | :---: |
| DanishCoin1991 | 8,210 | 2,408 | 10,618 |
| DanishCoin1996 | 8,236 | 2,126 | 10,362 |
| DanishCoin2008 | 8,160 | 2,308 | 10,468 |
| ChineseCoin1912 | 6,200 | 1,300 | 7,500 |



Fig. 2 Genuine and fake samples from the four datasets.
Various configurations of the proposed approach have been tried and compared on the validation set. The configuration which achieves the lowest EER on the validation set is then selected and applied to the test set. We compare the performance of the proposed approach using different keypoint detectors and descriptors as stated in Section I-A. According to the comparisons shown in Table I, the best performance is obtained when the combination of DOG detector and SIFT descriptor is applied. It is evident from the table that the EER is greatly reduced through
removing mismatched keypoints. Number of prototypes \& prototype selection methods \& kernel functions. As mentioned in Section II, a set of K prototype images is needed to represent a coin image in the dissimilarity space. In Table I, we demonstrate the performance of the proposed approach with respect to di_erent values of K. One can observe from the table that the clustering-based prototype selection outperforms the random selection method. Thus we employ the clustering-based prototype selection approach in this study. Moreover, the RBF kernel performs better than the linear kernel regardless of the number of prototypes selected. As the number of prototypes is equal to the dimension of image representation, 100 prototypes are selected, viz. $\mathrm{K}=100$, which is able to strike a balance between performance and computational cost.

With the selected parameters, the performance of the proposed approach is evaluated on the test set. We first demonstrate the effectiveness of the proposed coin image representation in dissimilarity space by comparing it with the representation generated from the well-known BOVW model. To represent a coin image in terms of the BOVW model, the keypoints on the image are detected and described in the same manner as the proposed approach. Then a visual vocabulary is built, based on which the local descriptor from an arbitrary coin image can be assigned to its nearest neighbor in the vocabulary. The image is thus represented by a histogram, whose dimension is equal to the size of the vocabulary. Each dimension denotes the occurrence statistics of the corresponding visual word in the image. Since the spatial layout of the visual words is totally disregarded in the BOVW model, the discriminative power is rather limited. To address this issue, a coin is uniformly divided into R concentric circular sectors as illustrated in Fig. 3, where $\mathrm{R}=5$. Compared with the spatial pyramid proposed in [47], which divided an image into rectangular blocks, the circular division takes full advantage of the coin's characteristics and is robust to coin rotation. Subsequently, the histograms generated from all the sectors are concatenated to form the image representation. If the size of the visual vocabulary is $S$, the dimension of the representation will be $S S_{-} R$. To ensure a fair comparison, we replace the proposed image representation in the dissimilarity space with the concatenated histogram as stated above, while leaving other steps as they are. We have compared different combinations of $S$ and R , and the best performance is obtained when $\mathrm{S}=500$ and $\mathrm{R}=5$, which are employed in the following experiments. Besides, the linear kernel is adopted for the one-class SVM when the BOVW model is employed to generate image representation, as it yields better performance over the RBF kernel in our experiment.


Fig. 3 EER of the proposed approach w.r.t. different values on the four datasets.

The ROC comparisons of different image representation methods on all the four datasets are illustrated in Fig. 3. BOVW refers to its original formulation where no spatial information is taken into account corresponding to $\mathrm{R}=1$; CircularBOVW refers to considering the spatial layout of visual words by dividing the coin into circular sectors as stated above. Compared with the original BOVW model, CircularBOVW yields a better performance as can be seen from the figure 3, which confirms that the spatial information is of great importance and can boost the descriptive power. The proposed image representation outperforms all the other representations, demonstrating the potential of representing a coin image in the dissimilarity space. The EER comparisons are given in Table I, from which consistent conclusions can be drawn. In order to show the validity of the proposed approach, we further compare it with Sun et al.'s method [8], which also employed images to detect fake coins. In their method, the shape of the Queen's head on the Danish coin was described on one hand; on the other hand, the characters were extracted from the coin image and the properties of the characters such as the character stroke width and the relative distance between the adjacent characters were employed to distinguish between genuine and fake coins. Then a small dataset consisting of only 16 Danish coins was used for performance evaluation. The ROC comparisons between Sun et al.'s method and the proposed approach are shown in Fig. 3, and the EER comparisons are shown in Table I. Since the image features employed in Sun et al's method are specified for the Danish coins, they cannot be applied to the ChineseCoin1912 dataset. Because character segmentation is extremely sensitive to the quality of the coins, the performance of Sun et al.'s method is adversely hampered. It is clear from the comparisons that our proposed approach yields more promising results.

## V. FUTURE SCOPE AND CONCLUSION

A fake coin detection method exploiting the characteristics of coin image is proposed in this paper. The coin image is represented in the dissimilarity space, whose dimension is determined by the number of prototypes. Each dimension corresponds to the dissimilarity between the coin image under consideration and a prototype. In order to compute the dissimilarity between two coin images, the local keypoints on each image are
detected using the DOG detector and then described by the SIFT descriptor. Afterwards, the matched keypoints between the two images can be identified effciently based on the characteristics of the coins. We also propose a postprocessing method to remove mismatched keypoints. Since the number of fake coins is very limited in real life, we conduct one-class learning. It is distinguished by the ability to train the classifier using genuine coin samples only. The proposed approach is evaluated on four different coin datasets and very encouraging results have been obtained. In spite of the promising results achieved, the proposed approach is not without shortcomings. As stated above, for each type of the coins, some genuine coin images are needed for training. Yet, for some rare coins, it may not be easy to obtain enough genuine images for training. How to address this issue deserves a closer look and will be the focus of our future work.
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