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ABSTRACT 
Cyberbullying (CB) has become increasingly prevalent on social media platforms, posing a significant threat to user safety 

across all age groups. As a result, creating a more secure online space has become a top priority. This study introduces a new 

hybrid deep learning framework, called DEA-RNN, specifically developed to identify cyberbullying activity on Twitter. The 

model integrates an Elman Recurrent Neural Network (RNN) with an improved Dolphin Echolocation Algorithm (DEA), 

which is employed to fine-tune crucial parameters, thereby enhancing efficiency and reducing training duration. The model 

was evaluated on a dataset containing 10,000 tweets and benchmarked against several established machine learning and deep 

learning techniques, including Bi-directional Long Short-Term Memory (Bi-LSTM), conventional RNN, Support Vector 

Machine (SVM), Multinomial Naive Bayes (MNB), and Random Forests (RF). Results from the experiments revealed that 

DEA-RNN consistently surpassed these models in accurately identifying cyberbullying content. Specifically, under the third 

testing scenario, the model achieved its best performance with an average accuracy of 90.45%, a precision of 89.52%, recall 

of 88.98%, F1-score of 89.25%, and specificity of 90.94%.  

Keywords:- — Cyber-bullying, tweet classification, Dolphin Echolocation algorithm, Elman recurrent neural networks, short 

text topic modelling, cyberbullying detection, social media. 

 

 

 

I.     INTRODUCTION 

 
Instagram has become one of the most popular online 

platforms for communication and social interaction across all 

age groups. While these platforms have revolutionized the way 

people connect, they also given rise to harmful activity 

cyberbullying. Cyberbullying is a form of psychological abuse 

that has a profound impact on society particularly affecting 

young individuals who spend significant time on social media 

[1]. 

Platforms such as Twitter and Facebook are especially 

vulnerable to cyberbullying due to their widespread use and the 

anonymity the internet provides to perpetrators. In India, for 

instance, 14% of all harassment cases occur on Facebook and 

Twitter, with 37% of these incidents involving young users. 

Cyberbullying can lead to severe mental health issues, 

including anxiety, depression, stress, and emotional distress, 

which, in extreme cases, may result in suicide [2]. 

Given these concerns, it is essential to develop effective 

methods for detecting cyberbullying in social media content 

such as posts, tweets, and comments. This article primarily 

focuses on detecting cyberbullying on Twitter, where the 

growing prevalence of online harassment highlights the need 

for robust identification methods and preventive strategies [3]. 

It is virtually infeasible to manually detect and control 

cyberbullying on Twitter due to the platform's vast volume of 

content and user interactions. Additionally, identifying 

cyberbullying through social media content poses significant 

challenges. Twitter posts are often short, filled with slang, and 

may include emojis or GIFs, making it difficult to accurately 

interpret users’  intentions and meanings based solely on text. 

Furthermore, cyberbullying can be subtle and hard to recognize 

when bullies employ tactics such as sarcasm or passive-

aggressive behaviour to disguise their actions [4]. 

Despite these difficulties, detecting cyberbullying on social 

media remains an active area of research. Cyberbullying 

detection on Twitter has mainly relied on classifying tweets, 

with some studies also exploring topic modeling approaches to 

a lesser degree. Supervised machine learning (ML) models are 

commonly employed to classify tweets into bullying and non-

bullying categories [5].  

II.     LITERATURE REVIEW 

 

[1] Sampans-Kanyinga et al.,[6] had proved 

Cyberbullying and Its Psychological Impact: 

Cyberbullying is a growing concern due to its severe 

psychological effects on victims. Mishna et al. 

(2012) examined the risk factors for involvement in 
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cyberbullying, categorizing individuals into victims, 

bullies, and bully-victims. The study highlighted that 

cyberbullying often coexists with traditional 

bullying and has long-term psychological 

consequences, such as anxiety and depression 

(2014) found a strong correlation between 

cyberbullying victimization and suicidal ideation 

among schoolchildren, emphasizing the need for 

preventive strategies. Additionally, Miller (2016) 

explored the legal limitations in addressing 

cyberbullying cases, showing that current laws often 

fail to provide sufficient redress for victims. 

[2] Dadvar&Agarwal et al.,[7]had examined machine 

Learning Approaches for Cyberbullying Detection: 

Machine learning has been widely applied in 

cyberbullying detection to improve accuracy and 

efficiency (2013) proposed an approach that 

enhances cyberbullying detection by incorporating 

user context, leading to more precise identification 

of bullying behaviour(2020) introduced a recurrent 

neural network model with under-sampling and class 

weighting techniques to balance the dataset, 

improving classification performance. Similarly, 

Zhao et al. (2016) developed an automatic detection 

system based on bullying-specific features, 

demonstrating its effectiveness in identifying 

harmful content. These studies highlight the 

advancements in artificial intelligence for detecting 

and mitigating cyberbullying. 

[3] MuneerandFati et al.,[8] had proved social media 

platforms have become hotspots for cyberbullying, 

making detection a challenging task (2020) 

conducted a comparative analysis of various 

machine learning techniques for cyberbullying 

detection on Twitter, identifying support vector 

machines and deep learning as effective methods. 

Talpur and O’ Sullivan (2020) tackled the issue of 

multi-class imbalance in text classification, 

proposing a feature engineering approach to improve 

cyberbullying detection. Furthermore, Cheng et al. 

(2019) introduced XBully, a multi-modal detection 

system that integrates text, images, and user 

behaviour to enhance cyberbullying identification. 

These studies emphasize the importance of robust 

methodologies in combating online harassment. 

[4] Yuvaraj et al.,[9] had examined the Role of Feature 

Engineering in Cyberbullying detection: Feature 

engineering plays a crucial role in improving 

cyberbullying detection models. Chia et al. (2021) 

explored sarcasm and irony classification using 

machine learning, demonstrating that nuanced 

linguistic features can enhance cyberbullying 

detection accuracy. Yuvaraj et al. (2021) proposed a 

nature-inspired approach for automated 

classification, leveraging multimedia data for a more 

holistic analysis. Meanwhile, Reynolds et al. (2011) 

pioneered early research in using machine learning 

to detect cyberbullying, laying the foundation for 

subsequent advancements. These studies underscore 

the significance of feature selection and engineering 

in refining detection techniques. 

Mishna et al., [10] had examined Risk Factors and 

Characteristics of Cyberbullying: Understanding the risk 

factors associated with cyberbullying is essential for 

prevention and intervention strategies. Mishna et al. 

(2012) identified various demographic, psychological, 

and behavioural characteristics that contribute to 

cyberbullying involvement. Their study classified 

individuals into victims, bullies, and bully-victims, 

showing how social factors and prior experiences 

influence their roles. Sampasa-Kanyinga et al. (2014) 

further explored the link between cyberbullying 

victimization and mental health issues, such as suicidal 

ideation and self-harm. These studies highlight the 

importance of early identification of at-risk individuals to 

mitigate the harmful effects of cyberbullying. 

Mishna Miller et al.,[11] had proved social and Legal 

Responses to Cyberbullying: Legal frameworks and 

social interventions play a crucial role in addressing 

cyberbullying. Miller (2016) analysed how cyberbullying 

distorts the mental well-being of both victims and 

perpetrators, highlighting the limited effectiveness of 

current legal redress mechanisms. The study emphasized 

that online harassment laws often fail to keep pace with 

digital communication, leaving victims vulnerable. 

Furthermore, Mishna et al. (2012) discussed the role of 

parental guidance and school policies in preventing 

cyberbullying. These studies suggest that while legal 

measures are essential, community-based approaches and 

digital literacy programs are equally crucial in tackling 

cyberbullying. 

 

III. Proposed Methodology 

The DEA-RNN model consists of several key phases: 

(i) data collection, (ii) data annotation, (iii) data pre-

processing and cleansing, (iv) feature extraction and 

selection, and (v) classification. Each of these 

components is outlined in detail below. 

Data Collection: -The dataset comprises tweets 

gathered using the Twitter API streaming method, 

utilizing approximately 32 keywords associated with 

cyberbullying. These keywords, derived from psychology 

literature, include terms such as “ idiot,”  “ whore,”  

“ slut,”  “ ugly,”  and other offensive words. Additional 
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keywords related to hate speech, threats, and 

discrimination—such as “ kill,”  “ terrorist,”  “ racism,”  

and “ Islamic” —were also included. Initially, the dataset 

contained 435,764 tweets, with around 130,000 tweets 

featuring keywords associated with racism, insults, 

swearing, and sexism. Since only English-language 

tweets were required, tweets in other languages and 

retweets were removed as part of the filtering process. 

After eliminating irrelevant content, 10,000 tweets were 

randomly selected to form the final dataset. These pre-

processing steps were carried out automatically before 

further refinement, which is discussed in Section III-C 

[12]. 

Pre-Processing and Data Cleansing: - The pre-

processing and data cleansing stage consists of three key 

sub-phases. This phase is crucial for refining the raw 

tweet dataset and preparing it for analysis. 

1.Noise Removal –  This step involves eliminating 

unnecessary elements such as URLs, hashtags, mentions, 

punctuation, and symbols. Additionally, emoticons are 

transformed into textual representations. 

  2.. Out-of-Vocabulary Cleansing –  This process 

includes spell correction, expanding acronyms, 

modifying removing unnecessary character elongations 

(e.g., repeated letters). Tweet Transformations –  To 

standardize the text, all tweets are converted to lowercase, 

followed by stemming, tokenization (word 

segmentation), and the removal of stop words. These pre-

processing steps enhance the dataset’ s quality, making it 

more suitable for feature extraction and improving 

classification accuracy. Figure 2 illustrates the complete 

pre-processing and data cleansing workflow [13]. 

Data Annotation: -Once the dataset was refined, the 

selected 10,000 tweets were manually labelled to classify 

them as either “ 0”  (non-cyberbullying) or “ 1”  

(cyberbullying). A team of three human annotators 

completed this process over one and a half months, 

following guidelines outlined in prior research. The 

classification was based on factors such as insults, name-

calling, mockery, threats, character attacks, verbal abuse, 

and physical appearance-related remarks. Initially, two 

annotators independently classified the tweets, achieving 

an agreement rate of approximately 91%. Any 

discrepancies were reviewed and resolved by a third 

annotator to finalize the dataset. The resulting labelled 

dataset contained 6,508 non-cyberbullying tweets (65%) 

and 3,492 cyberbullying tweets (35%), highlighting an 

imbalance between the two categories. To address this 

imbalance, a balancing technique was applied. The 

Synthetic Minority Oversampling Technique (SMOTE) 

was used to oversample the cyberbullying tweets, 

ensuring a more balanced dataset. This approach involved 

generating synthetic examples of cyberbullying tweets to 

match the number of non-cyberbullying instances, 

improving the model’ s ability to detect cyberbullying 

effectively [14]. 

Feature Extraction and Selection: - Future extraction 

from the Twitter dataset is performed using Natural 

Language Processing (NLP) techniques such as 

Word2Vec and Term Frequency-Inverse Document 

Frequency (TF-IDF). Key features include nouns, 

pronouns, and adjectives, while adverbs and verbs offer 

supplementary context. Additionally, extracting Part-of-

Speech (POS) tags, function words, and content words 

can enhance classification performance. For feature 

selection, various methods have been explored in prior 

research. To identify cyberbullying instances effectively, 

the Information Gain (IG) method is applied to select the 

most relevant features. These selected feature subsets are 

then used as input for the DEA-RNN classifier to improve 

detection accuracy [15].  

 

 

 
Figure 1 
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Figure 2 

 

 

 

 

 

IV.RESULT AND DISCUSSION: - 
The Performance Improvement Rate (PIR) is utilized 

to assess how effectively the proposed model performs by 

evaluating key indicators such as specificity, F1-score, 

precision, recall, and accuracy. PIR is determined by 

comparing the proposed model's overall outcomes with 

five baseline models—comprising two deep learning 

approaches and three traditional machine learning 

algorithms. In Scenario 2, the proposed system achieves 

accuracy gains of 3.69%, 6.91%, 10.04%, 12%, and 

22.69% over Bi-LSTM, RNN, SVM, RF, and MNB, 

respectively. For Scenario 3, the accuracy increases are 

1.71%, 3.3%, 5.24%, 7%, and 8.19% when evaluated 

against the same benchmarks. With regard to precision, 

the model demonstrates improvements of 4.14%, 6.93%, 

10.42%, 8.06%, and 11.24% in Scenario 2 over Bi-

LSTM, RNN, SVM, RF, and MNB, respectively. 

Scenario 3 shows corresponding precision enhancements 

of 1.62%, 2.9%, 5.27%, 5.65%, and 9.51%. In terms of 

recall, Scenario 2 yields performance gains of 4.33%, 

7.34%, 10.03%, 17.24%, and 6.48%, while in Scenario 3, 

the recall improvement rates are 1.46%, 3.08%, 6.26%, 

6.48%, and 10.09%, all relative to the same baseline 

models [16]. 
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 V.CONCLUSIONS 
 

This study introduced an effective tweet classification 

model designed to enhance topic modelling techniques 

for detecting cyberbullying incidents. The DEA-RNN 

model was developed by integrating DEA optimization 

with an Elman-type Recurrent Neural Network (RNN) to 

optimize parameter tuning. The model’ s performance 

was evaluated against existing methods, including Bi-

LSTM, RNN, SVM, RF, and MNB, using a newly curated 

Twitter dataset containing cyberbullying-related 

keywords. Experimental results demonstrated that DEA-

RNN outperformed these baseline models across various 

metrics, including accuracy, recall, F-measure, precision, 

and specificity. These findings highlight the effectiveness 

of DEA in improving RNN performance. However, 

despite its high accuracy, the model’ s feature 

compatibility diminishes when the dataset size 

significantly exceeds the initial input. This investigation 

was confined to Twitter, which restricts the analysis to 

just one social media platform. Future studies should 

extend cyberbullying detection to other platforms such as 

Instagram, YouTube, Facebook, and Flickr to analyse 

broader trends. Additionally, this study only examined 

textual content, without considering user behaviour—an 

aspect that could be explored in future research [17]. 
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