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ABSTRACT 
Clinical depression has become a major factor causing suicides and is associated with high mortality rates making it the leading 

causes of death worldwide. Thus, early detection of depression is of primary importance as there has been a dramatic increase in 

the depressive symptoms and disorders in recent years. From a psychological point of view, one of the signs of a person being 

depressed is the way emotions are expressed in his/her speech. Depressive disorder affects the acoustic qualities of their speech; 

hence depression can be detected through an analysis of acoustical properties of speech. Features are extracted from the 

preprocessed speech signal and accordingly using non-linear classifiers speech is classified as depressed or controlled. 

Keywords:- Acoustic features, Clinical depression, linear technique, nonlinear technique. 

I.     INTRODUCTION  

    Speech is a natural form of communication for human 

beings and has been recognized as one of the potential 

sources for detection of depression. Doctors use the term 

"clinical depression" to describe the more severe form of 

depression also known as major depression [1].When a 

depressed person pretends to be well , listeners can predict 

whether the person is depressed through his voice tones even 

though he is speaking proper linguistic contents. With the 

help of the voice tone and word emphasis we can predict 

person’s emotional state, attitude, moods. 

The evolution of information related to speech processing 

and speech recognition technologies in computers has made 

it possible to develop objective measures that can measure 

these speech cues.The acoustic qualities of a person's speech 

are affected by emotional state of a depressed person and 

thus we can detect this depressive disorder through analysis 

on changes in acoustical properties of speech [2].                                                                                                                                         

The increase prevalence of clinical depression has been 

linked to of serious outcomes such as an increase in the 

number of suicides and deaths [1].The key to suicide 

prevention is early intervention for depressive disorder. The 

remaining paper consists of work done previously. It 

includes brief review on the architectural blocks: database, 

preprocessing of speech signal, feature extraction of 

preprocessed speech signal and the classifiers that are used 

for classification of controlled and depressed speech.   

II.    PREVIOUS WORK 

A. Database 

     Database is used for storing patient’s utterances which are 

used in speech information processing and speech 

recognition technologies [3]. The speech database was of key  

 

 

importance used for validation of recorded speech data. 

Following is the details of the method that was followed for 

collecting the data:   

 

Participants: Database was created by collecting the speech 

data within the span of two years. This data was devised by 

researchers of Oregon Institute (ORI), USA.152 participants 

were considered for the research. Out of which 52 were male 

and 100 females. The entire participant’s age was within the 

range of 14-18 years. Out of the 152 participant 75 were 

depressed whereas 77 participants were healthy. The 

depressed participants were not given any kind of 

medication. Depressed and controlled participants were 

compared and it was found that depressed participants were 

from low socio economic background and they had 

depressive history. 

  

Observation: The next step was observation. The behaviour 

of the participants with their parents was observed through 

their interactions.  Three kind of interactions were 

considered – 

1)  Event Planning Interaction (EPI): This includes 

discussion on planning of event such as planning for trip etc. 

 

2)  Problem-solving Interaction (PSI): At the start of 

the interaction both the participants and their parents were 

given a topic which had the mutual disagreement of both the 

parents and the participants and they were asked to discuss 

the problem and come to a solution 

. 

3)  Family Consensus Interaction (FCI): It includes 

imagination of writing a book chapter which reflects the 

shared perspective by both the participants and their parents.    
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Each of these interactions was conducted for 20 minutes. 

These interactions were audio and video recorded. The 

equipment used for recording were: Video Bank TM System 

which was used for video recording, Audio Technical 

(model: ATW-831-w-a300) lapel wireless microphones used 

for audio recording, OS-3 hand-held microcomputers 

(observations systems, Inc.) which was used by the observers 

to observe the system. 

     Apart from this participants were also outfitted with other 

sensors that measure the physiological signals such as 

electrocardiograph (ECG), impedance cardiogram (ICG), 

skin conductance, respiratory and blood pressure. 

    The Living in Family Environment system (LIFE) was 

used to code the behavior during interaction. This system 

describes the specific timeline of various emotions (called 

affect codes) and verbal content (called content codes). 

    From all the recorded data the audio recordings from 

microphones of participants were considered. These 

recordings were then segmented. On an average these 

segments were 2 to 3 seconds long. Anti-aliasing filter was 

used for segmentation. It was followed by down sampling of 

audio signal from 44.1 kHz to 11.025 kHz sampling. Out of 

the 152 participants 139 participants were only considered 

for further analysis. It included 46 males and 93 females. 

Among 138 participants 68(19males and 49 females) were 

depressed. The average number of utterances for each 

participant was 278, 251 and 240 for EPI, PSI and FCI from 

the speech corpus. The ratio of the participant's to parent's 

speech duration was 0.73 for EPI, 0.71 for PSI and 0.67 for 

FCI. 

B.  Pre-processing 

     Pre-processing is basically used for removing the 

unwanted signal from the speech signal. In pre-processing 

gaps are removed from the speech signal to make it 

continuous signal [1]. Firstly, the speech signal was 

normalized and then it was segmented into 25 msec with 

50% overlapping frames using a rectangular window [4]. If 

the last frame is shorter than 25 msec then it is appended 

with random noise of 30db. Segmented frames are then 

filtered with a zero phase filter to remove any low-frequency 

drift. The 13th order linear prediction coefficients (LPCs) per 

frame were calculated. Energy of the prediction error and the 

first reflection coefficient r1 were calculated and a threshold 

was empirically set to detect the voiced frames where N is 

the number of samples in analysis frame and s (n) is speech 

sample. 

                   (1) 

                 

C. Feature Extraction 

     Elements present in speech sound i.e. Acoustic features 

that are associated with human speech production 

mechanism leads to classification speech into controlled and 

depressed one. Acoustic features that represented objective 

measurements in the human speech production were 

extracted.  

The acoustic features were grouped into five main feature 

categories that represented the TEO-based, cepstral (C), 

prosodic (P), spectral (S), and glottal (G) features. Out of 

which TEO-based feature category is non- linear and 

remaining are based on linear speech production model. 

These categories define what elements are functional with 

regards to speech and understands how human listeners 

recognize speech sounds and use this information to 

understand spoken language i.e. Physiological and 

perceptual components of speech. 

1) Glottal category : Glottal features category are vital 

component of vocal affect analysis because they refer to 

emotional expression of speech and its relation to overall 

state of speaker. Glottal feature was extracted by inversing 

the estimated vocal tract and lip radiation filters from the 

source of speech signal [1].  

    For glottal flow extraction TTK Aparat glottal inverse 

filtering toolbox was used [5].Using this flexible software 

package and a graphical user interface: a) effects of vocal 

tract and lip radiation are removed from a signal. b) And it is 

based on iterative adaptive inverse filtering (IAIF) that is 

able to give a fairly accurate estimate for glottal flow [7]. A 

discrete All Pole Modelling (DAP) was used instead of linear 

predictive filter to model vocal tract. In this method, the 

number of formants (i.e. Resonance) to model the vocal tract 

was set to 13(Fs/1000+2) so that there is atleast one formant 

for every kHz band in vocal tract transfer function. 

When glottal flow estimation was done then quantitative 

analysis of glottal flow pulses was performed in time and 

frequency domain. Glottal Timing (GLT) and Glottal 

Frequency (GLF) were used to represent glottal flow 

parameters. 

Glottal Timing (GLT) : Glottal flow is divided into few 

phases that describe the glottal pulse shape. These are closed, 

opening, closing, closed. Opening phase is subdivided into 

two timing instances i.e. primary opening and secondary 

opening whose durations are given by T01 and T02 

respectively. Duration of closing phase is given by Tc and 

period of glottal cycle is given by T. Using this parameters 

several timing and frequency parameters can be calculated. 

Several timing parameters in GLT are :Open Quotients 

(OQ1, OQ2), Approximation of Open Quotients ( OQa ), 

Quasi Open Quotient (QOQ), Speed Quotient (SQ1 and 

SQ2)  ,Closing Quotient (CIQ), Amplitude Quotient (AQ), 

Normalized Amplitude Quotient (NAQ) . 

 

Glottal Frequency (GLF) : Parameters in GLF are [8] 

difference of 1st and 2nd harmonics in decibels of glottal 

flow power spectrum, harmonics richness factor and 

parabolic spectral parameter (PCB). 

     Glottal domain features have been linked to the overall 

voice quality of speech and more sensitive to subtle voice 

changes that other features can miss. It is equivalent of 

analysing the voice at its source of production which is the 

onset of all affective expressions. 

2) TEO-based category: TEO is a key feature in 

recognizing stress. Vortex flow varies accordingly to 

emotional state of anger or stressed speech because there is 

fast air flow that causes vortices located near the false vocal 

folds that gives additional excitation signals other than pitch. 

To measure this energy which is produced by such a non-

linear process, Teager developed an energy operator which is 

known as Teager energy Operator (TEO) given as follows 
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Ψ[x (n)] = x2 (n) − x (n + 1) x (n − 1)                    (2)

                     

 

Where, ψ [.] is the TEO and x (n) is the nth speech sample 

point. 

     As suggested by Zhou et al [9], if the speech signals 

broken into smaller bands also called as critical bands(CB) 

and TEO parameters are calculated for each band, presence 

or absence of additional harmonic components can be easily 

obtains which can be further used for processing. For this, 

smaller bands of speech spectrum are obtained by Gabor 

filters before calculation of TEO profile for each band. The 

area under normalized auto correlation environment is then 

calculated in each critical band to give TEO-CB-Auto-Env 

features. Same frequency range was followed for 15 critical 

bands [9]. TEO-CB-Auto-Env method is used for emotional 

stress classification. 

TEO-CB-Auto-Env feature extraction process is carried 

out as shown in figure [10].  
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Fig 1 TEO-CB-Auto-Env feature extraction process 

 

3) Prosodic: It involves variation in timing as well as 

subjective perception in loudness and pitch. It may reflect 

the emotional state of the speaker[6]. Prosodic have been 

widely used while studying the speaking behavior, emotion 

and stress recognition as we know depression which is 

associated with monotonous  speech, subtle changes in 

expression and pitch, the prosodic feature can be expected to 

provide strong cues for depression. Its characteristics 

features are: 

 

Fundamental frequency (f0) and log energy(log E): In 

this, auto-correlation method is compared with the cepstrum 

method and the average magnitude difference method using 

Roger Jangs audio box. All the above method gives near 

about same results but autocorrelation method is used .This 

method is used to determine the changes in speaking 

behavior with respect to factors relating to stress, intonation 

and emotional changes[6]. The values of f0 were calculated 

by using autocorrelation method. 

 

                           (3)     

 

     The value of log E is also calculated for each frame to 

determine the changes in stress, emotion and pitch. The log 

E is short term energy. 

  

                                  (4) 

 

Formants (fmts) and formants bandwidth (fbws): A 13th 

order LP filter was used to calculate formant frequency. First 

three formants (FMT1-FMT3) and formant bandwidths 

(FBW1-FBW3) below its Nyquist frequency were taken[11]. 

 

Jitter and Shimmer: Jitter is nothing but a fluctuation in 

pitch. It is calculated using fundamental frequency of each 

cycle, subtracting from previous value of f0 and then divide 

it by f0. 

 

                  (5) 

 

 

     Where i is the frame number and N is the total number of 

frames. 

     Shimmer is similar to jitter but the little difference is in 

shimmer we calculate peak to peak amplitude of a signal. 

 

                         (6) 

 

Where i is the frame number and N is the total number of 

frames [12]. 

 

4)  Cepstral: In this we calculate the Mel Frequency 

Cepstral Coefficient (MFCC).  MFCC is widely used in 

speech processing [6]. It uses filter banks based on human 

auditory system that transform linear frequency to 

logarithmic scale. It also gives the relationship between 

linear frequency scale (flinear) and mel-scale (fmel). Mel is 

the unit of perceived speech. In this filter banks are more 

important. This is more important since our whole 

understanding of speech is through our ears [11]. 

 

5)  Spectral: Spectral centroid indicates the center of 

signals spectrum power distribution. It is derived from 

weighted mean of frequencies present in the signal, with 

magnitude as weight. Spectral flux is a measure of how 

quickly the power spectrum of a signal changing. It is 

calculated by comparing power spectrum of one frame 

against another frame. Spectral entropy is the means of 

measuring the amount of information based on the Shannon's 

information theory. It is used to emotion recognition in 

speech. Spectral roll-off is the point where frequency that is 

below some percentage of the power spectrum resides. 

Power spectral density (PSD) has been used to discriminate 

between speech of control and depressed [13]. 

  

III.   CONCLUSION 

 

In this paper we have studied various stages involved in 

detection of depression using speech signal: signal 

preprocessing which involves preprocessing of the speech 

data obtained from the database. Feature Extraction of 

preprocessed speech using various features of speech such as 

Prosodic, Glottal, Cepstral, Spectral and TEO. From this 
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study we concluded that TEO is a linear feature while others 

are non- linear features of speech signal. And accordingly we 

found combination of TEO with Prosodic and Glottal 

features provide us with an accurate output in classifying the 

state of a person. 
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