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ABSTRACT 

Currently, search and retrieval of the relevant images efficiently from the huge amount of data is a challenging task for the  

researchers. Clustering is much useful in image segmentation to segregate a digital image into discrete regions that can be 

used to perform content-based image retrieval. In this paper, a new clustering algorithm named as K-MED clustering is 

proposed and implemented fo r performing uniform image clustering. It  is compared  with k-means clustering algorithm in 

some aspects and observed that the time complexity is reduced using this algorithm. The experimental analysis of K-MED 

clustering shows that some cases for the problem of local minima that arise in k-means clustering seem to be resolve. 
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I.     INTRODUCTION 

The content-based image retrieval (CBIR) is the 

challenging research area in the field of image processing. 

Mostly the existing image search systems such as Google 

Images and Yahoo! Image search are based on textual 

annotation of images [1].  There is a requirement of an 

appropriate technique to search and retrieve the images 

from the large collection o f the data. Indexing and retrieval 

of image data can be done statically  using manual text  

annotation [2]. The text is submitted as query to search the 

images because of most of the images being annotated with 

several tags. It is not easy to represent the images with a 

small number of keywords. Also, annotating the images 

manually is very biased, indefin ite and imperfect. CBIR is 

a technique to resolve these issues. CBIR is the process of 

browsing, searching and redirection of images from a huge 

image databases according to their visual contents [3].  

Generally, low-level image features are used in CBIR 

systems such as color, texture, shape, edge, to perform 

indexing and retrieval of the images due to easy and 

automatic computation of low-level features [4]. Currently, 

several CBIR systems exist for retrieving the image. Some 

of these systems are discussed here. QBIC (Query By 

Image Content) developed by IBM [5-6]. VIR Image 

Engine developed by Virage Inc., in which images are 

retrieved on the basis of primitive attributes such as colour, 

texture and structure. VisualSEEK and WebSEEK 

developed by the Department of Electrical Engineering, 

Columbia University. In these systems, colour and spatial 

location matching as well as texture matching are 

supported.  

NeTra developed by the Department of Electrical and 

Computer Engineering, University of California which 

supports colour, shape, spatial layout and texture matching 

as well as image segmentation. MARS (Mult imedia 

Analysis and Retrieval System) developed by University of 

Illinois which supports colour, spatial layout, texture and 

shape matching [6]. Singh et al. [7] also described various 

techniques for CBIR such as text-based image retrieval and 

content-based image retrieval. Semantic image retrieval is 

also discussed on the basis of the content and required the 

semantic interpretation of a particular image. A CBIR 

model based on Wavelet Transform is studied by Giveki et 

al. [8] and Gonde et al. [9]. Verma and Balasubramanian 

[10] also proposed a new technique of image retrieval for 

texture, face and medical images in which the symmetric 

local b inary pattern is extracted from the actual image to 

obtain the local information.  

Texture-based image retrieval is performed by Yadav et 

al. [11]. They proposed a model of image retrieval using 

DC coefficients for compressive sensing in medical domain 

and used compressive sampling to perform the retrieval. 

Mittal and Cheong [12] focused various issues in ext raction 

of syntactic features and semantic-level features for image 

retrieval. They designed a framework for synthesizing 

semantic-level indices to perform content-based image 

retrieval. In that framework, the synthesis of its large set of 
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elemental features is done to construct a high-level index. 

A few principal features are used for characterizat ion and 

mapping of images or videos. Identification of the 

appropriate features is done through the medium of 

Bayesian Network. The experiments performed show that 

the framework has no need of an expert  knowledge base 

and it enables a stronger coupling between the feature 

extraction and meaningful high-level indices. The ideas of 

CBIR and image ext raction are used in a hybrid manner 

[13]. A different approach of image clustering is presented 

so that the speed of the image retrieval system can  be 

enhanced. 

The detailed survey is performed related to clustering 

techniques and their application in image search and 

retrieval. Mishra et al. [14] have been described various 

techniques of clustering and also discussed the steps to be 

followed in performing CBIR. Clustering is the technique 

of grouping a set of objects such that the objects in a 

particular g roup i.e. a cluster, are related to each other more 

than to those in other clusters [15]. Clustering is useful in 

many applicat ions such as data mining and statistical data 

analysis. It is used in various areas, including machine 

learning, pattern recognition, image analysis, informat ion 

retrieval, image retrieval, informat ion indexing 

and bioinformatics [16]. The literature survey is performed 

related to image retrieval systems, image processing and 

image annotation, clustering and clustering based image 

retrieval. Several issues have been identified  by the 

researchers. So, there is a requirement of a new effect ive 

technique for retrieving relevant images. Thus we are 

motivated to propose a new technique and algorithm to 

perform clustering and image retrieval based on the 

algorithm. 

II.     METHOD OF CLUSTERING 

All K-MED clustering method is proposed in the present 

study. This clustering is a technique of categorizing the 

objects into K sets. The categorization is to be performed 

by min imizing the sum of Euclidean distances between the 

points and their corresponding centroid. Euclidean 

distance is the length of the connecting line 

segment between two points. Segmentation of image is 

represented in Fig. 1. In Cartesian coordinates, 

if p = (p1, p2, ... , pn) and q = (q1, q2, ..., qn) are two points 

in Euclidean n-space, the Euclidean distance (d) 

from p to q or q to p is given by the Pythagorean formula  

(equation 1). 

 

Fig. 1 Segmentation of an image into ‘n’ clusters 

 

 

III.     K-MED CLUSTERING 

K-MED clustering is a methodology of grouping 

together the input items into pre-specified  number of 

groups (K) on the basis of the similarity and commonality 

between the properties of the input items. In accordance 

with the numerical value of K supplied along with the input 

items, the centroids of the groups are chosen in such a way 

that the centroids remain uniformly  distributed instead of 

initial non-uniform d istribution as done in most of the other 

methods of clustering. Clustering of data points of an 

image with cluster centroids is shown in Fig. 2. After 

choosing the init ial clusters wisely, K-MED adjusts the 

centroids on the basis of the Euclidean distances with each 

and every input item, closer is the item to the centroid more 

is its belongingness to the cluster and finally the item is 

assigned to that cluster with respect to which it has the 

minimum Euclidean. 
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Fig. 2 Clustering of several data points of an Image with cluster centroids 

 

A. Centroid selection 

A centroid is a word that is most often us ed in 

mathematics and physics to represent "the center of mass" 

of any object in space, though here, the centroids are not 

exactly "the center of mass" type centroids instead in K-

MED clustering the centroids are the carefully calculated 

central values of the input items. The centroids for each 

clusters of an image are shown in Fig. 2. The process of 

choosing the initial centroids for the pre -specified number 

of clusters can be done in the following ways: 

1) Dynamically choosing the initial centroids: This 

method is the best choice when the size of the input data is 

dynamic which means that it can shrink or expand its 

boundary limits. In this method, the initial centroids of the 

pre-specified number of clusters are chosen from the first 

few of the input items. For example, if the supplied value 

of K is 3, then it means that the input items must be 

clustered into 3 groups and the initial centroids of these 

groups will be the first 3 items of the input items. 

2) Randomly choosing the initial centroids: As the 

name suggests, this method chooses the initial centroids 

randomly. The in itial centroids are the randomly chosen 

items from the available number of input items and the 

number of randomly chosen items needless to say depends 

upon the supplied value of K. 

3) Initial centroids selection from upper and  lower 

bounds: In this method, the extreme values of the input 

items are chosen as the initial centroids and this ensures 

that there is maximum distance between the two centroids 

and min imum overlapping while calculat ing the 

belongingness of any item to its respective centroid. 

K-MED clustering does not use any of the existing 

methods of initial centroids selection as described 

previously in the paper for init ial partit ioning. It uses its 

own method named as Uniformly Distributed Partitioning 

for the process of choosing the initial centroids. This 

method is clustered the input items into their respectively 

desired groups. Unlike other methods of clustering, K-

MED uniformly partit ions the items into the clusters 

straight from the beginning of the algorithm. When the 

items to be clustered are in large amount enough to assign 

them their respective clusters, it works excellently  to 

follow its varying property of uniformly distributed clusters. 

B. Requirements of K-MED Clustering 

There are some certain pre-requisites to process the data 

successfully and obtain the best results: 

(i) Each Cluster contains at least one item which means 

that Blank clusters are not allowed. 

(ii) Number of clusters in which the input items are to be 

clustered must always be less than or equal to the number 

of input items. If the number of clusters (the value of K) is 

greater than the number of input items, K-MED do not 

work properly and display ERROR. 

So, the inputs of the algorithm must be chosen carefully  

to avoid unnecessary distortions in the output clusters. 

C. Algorithm 

The function K-MED(X, K) partitions the points in ‘X’ 

matrix of N×P data points and K clusters on the basis of 

Euclidean Distance. It  unifo rmly d istributes the cluster 

centroids throughout the space instead of choosing them as 

random points in itially. The rows and columns of ‘X’ 

matrix represent the points and variables respectively. 

When ‘X’ matrix is a row oriented vector, K-MED deals 

with it as N×1 data matrix.  K-MED returns a resultant 

‘N×(P+1)’ matrix Y containing the cluster indices of each 

point in the (P+1)th column.  

Inputs: A matrix ‘X’ o f the order N×P which  represents 

N points with P dimensional properties of each point 

provide the basis of the clustering. K is number of clusters 

in which these N points are to be classified. 

Output: Matrix of the order (N×(P+1)), where (P+1)th 

column indicates the cluster assigned to that image. 

Step1. Initializing centroids: Calculate the Euclidean 

distance of each point from one single reference point. K-

MED uses origin (0, 0) as the in itial reference point and 

perform sorting of the input data on the basis of the 

corresponding Euclidean distance. 

Select the in itial centroid(s) o f the supplied Input data on 

the basis of the number of clusters required. Position of the 

http://www.ijcstjournal.org/


International Journal of Computer Science Trends and Technology (IJCST) – Volume 4 Issue 2, Mar - Apr 2016 

ISSN: 2347-8578                          www.ijcstjournal.org                                                Page 154 

centroids is decided on the basis of K and it is given by 

N/K i.e. every (N/K) th location is the centroids' location. 

Step2. Init ialize all the other sample points with any 

sentinel value (in K-MED as -1) and centroid points with 

their own cluster value. 

Step3. For each cluster, K-MED finds out all the points 

belonging to that cluster, then sort them according to the 

Euclidean distance from their centroid and the centroids are 

repositioned by following step 4. 

Step4. W ith the inclusion of the new points in  a 

particular cluster Ci, the centroid is recalculated and the 

centroid will either shift  left or right from its current 

position in the cluster depending upon the points included 

as given below: 

for each cluster Ci do 

 for each point ‘xj’ in Ci do 

if xj > ctrd(Ci) 

then 

ctrd(Ci) shifts right according to xj 

otherwise 

ctrd(Ci) shifts left according to xj 

end for 

end for 

where, Ci is the ith cluster and i={1,2,3….K} 

 xj is the jth point in ith cluster and j={1,2,3….N} 

Step5. for each data point qk do 

  for each cluster Ci do 

Recalculate and reassign the Euclidean distance ED (q k , 

ctrd(Ci)) 

end for 

end for 

where, qk is the kth input data point and k={1,2,3….N} 

Step6. Stop. 

K-MED algorithm continues to converge with every step 

and finally terminates when all the points are assigned to 

their clusters. Each cluster must contain at least one point 

and the same point being the centroid of the cluster in  such 

case. K-MED uniformly distributes the centroids 

throughout the available domain space. 

IV. RESULTS AND ANALYSIS OF 

ALGORITHM 

In present study, K-MED algorithm is proposed for 

image clustering which is a method of grouping the input 

items on the basis of their closeness to the chosen cluster 

centroids. A particular item is assigned to the cluster to 

which it is closest to. This closeness is usually measured in 

terms of squared distances more often called as the 

Euclidean distance as it depicts an appropriate method to 

judge the closeness of any item with the cluster centroid in 

the multidimensional coordinate system. Important features 

of K-MED algorithm are described as: 

A. Efficiency 

K-MED depicts better efficiency for s maller number of 

sample items and also in case of high value of K. The test 

samples of 18 two-dimensional points are considered for  

analyzing K-MED algorithm. 

SAMPLES = [1.0 1.0; 1.5 2.0; 3.0 4.0; 5.0 7.0; 3.5 5.0;  

4.5 5.0; 3.5 4.5;  1.5 3.5;  3.5 4.5; 1.5 1.5; 2.5 2.5;  3.0 3.0; 

5.5 3.5; 2.0 3.5; 1.1 1.1; 1.2 1.1; 1.3 1.4; 1.5 1.4]; 

The performance of K-MED and k-means algorithm in  

MATLAB is shown in Fig. 3. When clustering performs on 

the "SAMPLES", the function K-MED takes less time than 

k-means clustering. Moreover, the difference is even 

greater when the number of clusters is increased for the 

"SAMPLES". Time taken by these two algor ithms with 

variation of the number of clusters is shown in Table I  for 

taking SAMPLES as the input items. 
 

 

Fig. 3 The performance of K-MED and k-means Algorithm in MATLAB 

 

It is evident that the time taken by K-MED is 

considerably less as compared to k-means for clustering 

smaller number of sample items and in case of high value 

of desired number of clusters. Efficiency of K-MED can 

further be enhanced by using better searching and sorting 

algorithm than that which are currently used in it. 

B. Local Minima 
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Another positive feature of K-MED algorithm is that it 

does not allow the occurrence of Local Min ima while 

clustering the input items. Local min ima is the min imum 

value within the set of points but it need not necessary be 

the minimum value among all the points of the complete 

set. In other words, a local minima need not necessary be 

the global minima too. Hence, a local min ima is also called 

as the relative minima because it is the min imum value 

with respect to the subset of the complete global set. 

Finding out the global minima is an iterative process in 

which the process has to run for exponential runtime for all 

the possible combinations within the set. Local maxima 

and minima are not same as the global maxima and minima 

respectively. 

 
TABLE I 

Time taken by k-means and K-MED algorithm with variation of number 

of clusters 

No. of 

Clusters (K) 

Time taken by  

k-means (seconds) 

Time taken by  

K-MED (seconds) 

2 0.010343 0.001667 

3 0.341743 0.001790 

4 0.017194 0.000423 

5 0.147903 0.012697 

6 0.146749 0.012575 

7 0.127256 0.012937 

8 0.018904 0.002083 

9 0.156455 0.012596 

10 0.148527 0.012782 

11 0.125412 0.012896 

12 0.125670 0.012787 

13 0.144476 0.013104 

14 0.146039 0.012614 

 

The k-means and K-MED algorithm are applied on a 

famous example of Color-based segmentation for obtaining 

the blue nuclei from an image of tissue stained with 

hemotoxylin and eosin (H&E). In this example, the k-

means clustering yields wrong output image because of 

occurrence of local minima as shown in Fig. 4. In the case 

of K-MED, there is no such problem for the occurrence of 

local min ima as shown in Fig. 5, though it takes slightly 

more time in case of Color-Based segmentation. K-MED is 

also able to perform all the mundane clustering tasks just as 

similar to the k-means algorithm in usual conditions of 

clustering. 

 

 
Fig. 4 The clustering of color image using k-means algorithm 

 
Fig. 5 The clustering of color image using K-MED algorithm 

V.     CONCLUSIONS 

Nowadays, Image Retrieval is an important topic of 

research for searching the images. The existing systems 

provide the searched results but always the information is 

not completely  relevant. Somet imes the efficiency of the 

searching system is not excellent. From the perspective of 

improving the search efficiency and to increase the 

relevancy of retrieved results, an algorithm of image 
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clustering is proposed named as K-MED. In this study, K-

MED algorithm is presented, implemented and analyzed to 

perform uniform image clustering. The clustering of this 

algorithm represents the better efficiency for s maller 

number o f sample items and also for h igh value of clusters. 

K-MED clustering is also compared with the k-means 

clustering and observed that the proposed clustering 

resolved the problem of local min ima. Therefore, K-MED 

clustering provides the required results of image clustering. 
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