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ABSTRACT 
Visual recognition systems based on the movement of speaker lips are one of the most modern and important recognition systems 

currently and have received a great deal of attention in the last decade for their potential use in the latest applications that rely on 

speech recognition systems. It is one of the modern researches used to build systems for understanding or interpreting Speech 

without hearing it for speakers. 

The research suggests using a hybrid system for visual recognition of isolated words spoken in Arabic. This system is a supervised 

and an offline system. It passes through several stages, beginning with identifying facial features followed by detection and 

identification of the lips, and then reading the lips to extract a set of visual features that indicate the spoken word. Hidden Markov 

models were used in the classification phase. 

The proposed system was tested on 4155 samples. The results showed that the proposed hybrid system led to rate of up to 73% 

achieving an increase of up to 12% from the research based on the same database Which can be considered as a starting point in 

building recognition systems that adopt the integration of audio and visual features together. 

Keywords:- Visual speech processing, Visual features, Hybrid approaches, Mouth location/tracking. 
 
 
 

 

I.  INTRODUCTION 
 

Lip reading is used to understand or interpret speech without 

hearing it, a technique especially mastered by people with 

hearing difficulties. The ability to lip read enables a person 

with a hearing impairment to communicate with others and to 

engage in social activities, which otherwise would be difficult. 

Recent advances in the fields of computer vision, pattern 

recognition, and signal processing has led to a growing interest 

in automating this challenging task of lip reading. Indeed, 

automating the human ability to lip read, a process referred to 

as visual speech recognition (VSR) (or sometimes speech 

reading), could open the door for other novel related 

applications. 

VSR has received a great deal of attention in the last decade for 

its potential use in applications such as human-computer 

interaction (HCI), audio-visual speech recognition 

(AVSR), speaker recognition, talking heads, sign language 

recognition and video surveillance. Its main aim is to recognise 

spoken word(s) by using only the visual signal that is produced 

during speech. Hence, VSR deals with the visual domain of 

speech and involves image processing, artificial intelligence, 

object detection, pattern recognition, statistical modelling, etc. 

 

II.  FACIAL FEATURE DETECTION 

Facial feature detection (FFD) is a necessary front-end to any 

AVSP system. 

In (Ghadban, N. S. et al 2017) article the two basis tasks of eye 

detection and mouth location/tracking have been defined as 

being essential in any workable AVSP system. This task can be 

in many respects simplified by restricting the scope of the 

problem (i.e. single subject, frontal pose, static background, 

etc.), but still remains a very difficult problem. Error metrics 

for evaluating the effectiveness of an FFD system have also 

been defined. 

Although the Viola Jones algorithm achieves a 100% rate, it 

does not accept rotation in the head except by 10 degrees. 

Therefore, we add the automatic identification and 

identification of the skin to overcome this. 

 
III.  VSR LITERATURE REVIEW 
Most of the work done on VSR came through the development 

of AVSR systems, as the visual signal completes the audio 

signal, and therefore enhances the performance of these 

systems. Little work has been done using the visual only 

signal. Most of the proposed lip reading solutions consist of 

two major steps, feature extraction, and Visual speech feature 

recognition. Existing approaches for feature extraction can be 

categorised as: 

 

1. Geometric features-based approaches - obtain geometric 

information from the mouth region such as the mouth shape, 

height, width, and area. 

 

2. Appearance-based approaches - these methods consider the 

pixel values of the mouth region, and they apply to both grey 

and coloured images. Normally some sort of dimensionality 

reduction of the region of interest (ROI) (the mouth area) is 

used such as the principal component analysis (PCA), which 

was used for the Eigenlips approach, where the first n 

coefficients of all likely lip configurations represented each 

Eigenlip. 
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3. Image-transformed-based approaches - these methods 

extract the visual features by transforming the mouth image to 

a space of features, using some transform technique, such as 

the discrete Fourier, discrete wavelet, and discrete cosine 

transforms (DCT). 

 

These transforms are important for dimensionality reduction 

and to redundant data 

elimination. 

 

4. Hybrid approaches, which exploit features from more than 

one approach. 

 

3.1 Geometric features-based approaches 

 

A geometric features-based approach includes the first work on 

VSR done by Petajan in 1984, who designed a lip reading 

system to aid his speech recognition system. His method was 

based on using geometric features such as the mouth’s height, 

width, area and perimeter (Petajan, 1984). 

 

Another recent work in this category is the work done by 

(Werda et al., 2007), where they proposed an Automatic Lip 

Feature Extraction prototype (ALiFE), including lip 

localization, lip tracking, visual feature extraction and speech 

unit recognition. Their experiments yielded 72.73% accuracy 

of French vowels, uttered by multiple speakers (female and 

male) under natural conditions. 

 

3.2 Appearance-based approaches 

 

Eigenlips are the compact representation of mouth Region of 

Interest using PCA. This approach was inspired by the methods 

of (Turk & Pentland, 1991), and first proposed by (Bregler & 

Konig, 1994). Another Eigenlips-based system was 

investigated by (Arsic & Thiran, 2006), who aimed to exploit 

the complementarity of audio and visual sources.(Belongie & 

Weber, 1995) introduced a lip reading method using optical 

flow and a novel gradient-based filtering technique for the 

features extraction process of the vertical lip motion and the 

mouth elongation respectively. 

 

In a more recent study, (Hazen et al., 2004) developed a 

speaker-independent audio-visual speech recognition (AVSR) 

system using a segment-based modelling strategy. This AVSR 

system includes information collected from visual 

measurements of the speaker's lip region using a novel audio-

visual integration mechanism, which they call a segment-

constrained Hidden Markov Model (HMM). (Gurban & 

Thiran, 2005) developed a hybrid SVM-HMM system for 

audio-visual speech recognition, the lips being manually 

detected. The pixels of down-sampled images of size 20 x 15 

are coupled to get the pixel-to-pixel difference between 

consecutive frames. (Saenko et al., 2005) proposed a feature-

based model for pronunciation variation to visual speech 

recognition; the model uses dynamic Bayesian network DBN 

to represent the feature stream. 

(Sagheer et al., 2006) introduced an appearance-based lip 

reading system, employing a novel approach for extracting and 

classifying visual features termed as “Hyper Column Model” 

(HCM). (Yau et al., 2006) described a voiceless speech 

recognition system that employs dynamic visual features to 

represent the facial movements. The system segments the facial 

movement from the image sequences using motion history 

image MHI (a spatio-temporal template). The system uses 

discrete stationary wavelet transform (SWT) and Zernike 

moments to extract rotation invariant features from MHI. 

 

3.3 Image-transformed-based approaches 

 

(Lucey & Sridharan’s, 2008) work was designed to be posing 

invariant. Their audio-visual automatic speech recognition was 

designed to recognize speech regardless of the pose of the 

head, the method starting with face detection and head pose 

estimation. They used the pose estimation method described by 

(Viola & Jones, 2001). The pose estimation process determines 

the visual feature extraction to be applied either on the front 

face, the left or the right face profile. The visual feature 

extraction was based on the DCT, which was reduced by the 

linear discriminative analysis (LDA), and the feature vectors 

were classified using HMM. 

 

A very recent study which also fits into this category was done 

by (Jun & Hua, 2009), where they used DCT for feature 

extraction from the mouth region, in order to extract the most 

discriminative feature vectors from the DCT coefficients. The 

dimensionality was reduced by using LDA. In addition, HMM 

was employed to recognize the words. 

 

3.4 Hybrid approaches 

 

(Neti et al., 2000) proposed an audio-visual speech recognition 

system, where visual features obtained from DCT and active 

appearance model (AAM) were projected onto a 41 

dimensional feature space using the LDA. Linear interpolation 

was used to align visual features to audio features. 

 

A comparative Viseme recognition study by (Leszczynski & 

Skarbek, 2005) compared 3 classification algorithms for visual 

mouth appearance (Visemes): 1) DFT + LDA, 2) MESH + 

LDA, 3) MESH + PCA. They used two feature extraction 

procedures: one was based on normalized triangle mesh 

(MESH), and the other was based on the Discrete Fourier 

Transform (DFT), the classifiers designed by PCA and LDA. 

 

Yu (2008) made VSR the process of recognizing individual 

words based on a manifold representation instead of the 

traditional visemes representation. This is done by introducing 

a generic framework (called Visual Speech Units) to recognize 

words without resorting to Viseme classification. 

 

The previous approaches can be further classified depending on 

their recognition and /or classification method. Researchers 

usually use dynamic time warping (DTW), e.g. the work 
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done by Petajan. Artificial neural networks (ANN), e.g. the 

work done by Yau et al. and Werda et al.. Dynamic Bayesian 

Network (DBN), e.g. the work done by Belongie and Weber, 

and support vector machines (SVM), e.g. the work done by 

Gurban and Thiran, and Saenko et al. 

 

The most widely used classifier in the VSR literature is the 

hidden Markov models (HMM). 

 

Methods that use HMM include Bregler and Konig; Neti, et al.; 

Potamianos et al.; Hazen et al.; Leszczynski and Skarbek; 

Arsic and Thiran; Sagheer, et al.; Lucey and Sridharan; Yu; 

and Jun and Hua. 

 

IV. MATERIALS AND METHODS 

 
The algorithm of motion tracking techniques (Ghadban, N. S. 

et al 2017) used in Hollywood films drew the small green dots 

on the face, providing a "good" basis for isolating the 

important area of the mouth and understanding the spoken 

word: 

Determine the stages of mask implementation to identify 

the lips to isolate the mouth area. 

Extract features. 

There are five steps to build a lip mask: 

Crop frame to lip region 

Find green markers 

Remove artefacts  
Reconstruct any missing markers 

Working with markers as objects 

Construct mask polygon 

 

Features Extracted are: 

 

Feature 1 - Width and Height of Lips 
Feature 2. Relative Distance of Markers to Centre Point 

Feature 3 - Inner Mouth Pixel Count 

Feature 4 - DCT representation 

 

V. RESULTS 

 
The system was tested on 4155 sample videos for isolated 

words spoken in Arabic. These videos are subject to ideal 

conditions such as lighting. 

 

Several scenarios were used to extract features from the studied 

videos depending on the methodology used: 

 

- Geometric features-based approaches 

- Appearance-based approaches 

- Image-transformed-based approaches 

- Integrate each approach with each other 

 

- Integration of the three curricula to form a hybrid approache 

Figure (1) shows the difference in the recognition ratio 

according to the features adopted in the identification, where 

the symbols symbolize: w-H length and width, R: distance 

changes to the distance of marks from the center (Geometric 

features-based approache). 

 

DCT: (Image-transformed-based approache) 

I : Number of inner mouth pixels (Geometric features-based 

approache). 

 

The results showed that the proposed algorithm based on the 

hybrid approach showed that the recognition rate reached 73% 

and proves that it is complementary to the audio signal and will 

provide clear results in the development of audiovisual systems 

based on the integration of audio and visual features. 

 

In comparison with the research conducted in English and 

adopted the hybrid approach, the highest achieved 94% and 

justify the reason for the low rate of recognition in the Arabic 

language than in English because of the privacy of words 

spoken in the Arabic language there may be some characters 

that are not spoken in the Arabic language The study did not 

rely on the integration of works as the proposed research, based 

on the test of the workbook with different values and the 

optimal choice that achieves a better knowledge rate. He found 

that the number of cases of the ideal work is 24 cases. 

 
Figure 1: Visual Recognition rate according to the applied 

Features. 

 

VI. SUMMARY 
 

In this research, we have reached: 

• Extracting attributes based on the hybrid approach and 

determining the optimal number of cases of the workbook to 

obtain a percentage of knowledge when integrating these 

features and access to the optimal number of cases of the 

workbook up to 73% in an ideal environment. 

• Studying the effect of different features on the recognition 

rate. 

We can make recommendations for: 

• Further testing and evaluation by adding other features and 

examining their impact on the system. 

• Combine visual evidence and audio guides to achieve better 

speech recognition. 

• Test new works or merge several workbooks and study their 

impact on the system. 
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