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ABSTRACT 

As it is an important and challenging problem in computer vision, face age estimation is typically cast as a 

classification or regression problem over a set of face samples with several ordinal age labels which have 

intrinsically cross-age correlations across adjacent age dimensions. As an outcome, these such correlations 

normally lead to age label ambiguities of face samples. Each face sample is associated with a latent label 

distribution that encodes the cross-age correlation information on label ambiguities. As we propose a 

totally data-driven distribution learning, approach to adaptively learn the latent label distributions. The 

proposed approach is capable of effectively discovering the intrinsic age distribution patterns for cross-age 

correlation analysis on the any prior assumptions on the forms of label distribution learning, this approach 

is able to flexible model of sample-specific context aware label distribution properties by solving a multi-

task problem which jointly optimizes the tasks of age-label distribution learning and age prediction for 

individuals. Experimental outcomes demonstrate effectiveness of our approach. 

Keywords:- Age estimation, subspace learning, label distribution learning. 
  

I. INTRODUCTION 

 

As important thing is for challenging problem like face age 

estimation has attracted attention towards a wide range of 

application like such as face identification and human 

computer interaction. The approach is for age estimation 

focus on the following three issues i) face feature. ii) Face 

context structure construction. iii) Age prediction modeling. 

So for I) the face appearance is usually represented by 

various visual features such as face texture features 

biologically inspired features and deep learning features. For 

II) this face structure is modeled by constructing a face 

affinity graph for subspace analysis, which aims to capture 

the intrinsic interactions among face samples in the face 

related image feature or attribute space. And for III) key 

problem for age prediction modeling is how to effectively 

learn the mapping function. 

For cross age correlations by introducing the concept of label 

distribution which gives ambiguity properties of age labels. 

So based on these we focus on designing a data-dependent 

label distribution model, which is capable of adaptively 

learning the cross-age correlations from context-structure-

preserving face data. We first discover its context affinity 

structure through subspace learning, and then incorporate the 

context structure into the process of constructing a data 

dependent label distribution model for modeling the cross-

age correlations. It is obvious that our label distribution 

model is sample-specific, that is, different face samples have 

different label distributions determined by the face samples 

themselves as well as their associated context structures.  

Specifically, this propose a novel age estimation 

approach called “Age Estimation with Data-Dependent Label 

Distribution Learning” (D2LDL). Compared the existing 

efforts to data-dependent label distributions are automatically 

learned by the real face data samples and this preserve the 

underlying manifold structure information with respect to 

different but correlated face samples. On the basis of the local 

context structures of face samples. Since learning the local 

structure is helpful in understanding the relationship among 

the face samples our label distribution of face sample 

considers both the aging degree of itself and the external 

influence of its neighboring face samples. Typically, several 

existing approaches to label distribution learning enforce 

particular prior assumption on the distribution forms 

(eg.Gaussian) which often restrict the flexibility of model 
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learning for learning the age ambiguity. In Contrast our 

learning scheme is capable of adaptively capturing the 

sample-specific context-aware label distribution properties by 

jointly optimizing the tasks of age-label distribution learning 

and age prediction for individuals. 

 

II. LITERATURE SURVEY 

 

     In [1] face age estimation is considered as a label 

prediction problem. It follows review the literature of 

face age estimation in the following three aspects face 

feature representation, face context structure 

construction and age prediction model. Face Feature 

Representation on the face region has the regular 

texture information the earlier approaches build the 

texture features to represent the face appearance. 

Compared with these efforts directly using the face 

region image to extract the feature recent studies 

consider the correlations among the face organs.  

Proposed System the biologically inspired features. The 

first segment the face image into many local regions 

and then extract the face features by the strategy of 

“spatial pyramid model”. In this paper efforts of face 

identification design various deep neural networks to 

extract face features. The main advantage is that the 

extracted deep learning features capture much 

discriminative visual information. 

 

In [2] this paper a good distance metric for the input 

data is crucial in many pattern recognition and machine 

learning applications. Past studies have demonstrated 

that learning metric from labeled samples can 

significantly improve the performance of classification 

and clustering algorithms. In this paper we investigate 

the problem of learning a distance metric that measures 

the semantic similarity of input data for regression 

problems. The particular application we consider is 

Human age estimation. Our guiding principle for 

learning the distance metric is to preserve the local 

neighborhoods based on a specially designed distance  

as well as to maximize the distances between data that 

are not in the neighborhood in the Semantic space 

without any assumption about the structure and the 

distribution of the input data, we show that this can be 

done by using semidefinite programming .Furthermore 

the low-level feature space can be mapped to the high-

level semantic space by a linear transformation with 

very low computational Cost Experimental results on 

the publicity available FG-NET Database show that 

1)The learned metric correctly discovers the semantic 

structure of the data even when the amount of Training 

data is small and 2) significant improvement over the 

Traditional Euclidean metric for regression can be 

obtained  

Using the learned metric most importantly, simple 

regression methods such as k nearest neighbors (kNN) 

combined with our learned metric become quite 

competitive in Terms of accuracy when compared with 

the state of the art Human age estimation approaches. 

 

In [3] this paper considered that the human age 

difference is influenced by the face context structure. In 

order to discover this structure use OLPP to embed the 

face samples into a low-dimensional manifold structure 

which preserves the original neighborhood among the 

face samples learn a distance metric to preserve the 

contextual correlation among the neighboring face 

samples. Propose RCA and LPP to extract the face 

features and the extracted face features both preserve 

the feature similarity and the label similarity between 

the neighboring face samples. Learn a mapping function 

and consider all the samples being related and 

propagating their labels in this mapping space. The 

other studies consider that the face-related attributes 

(e.g., gender and race) also play an important role in 

describing the face context relationships. They predict 

the human age through reclassifying the face samples 

with the face-related attributes and their experiments 

show the difference of aging pattern between male and 

female. Furthermore, propose a “cross-population” 

learning strategy, which embeds different aging patterns 

into a common space and enforces the face samples 

with the semantically close face-related attributes to be 

correlated. 

 

In [4] Age Prediction Modeling the existing efforts 

focus on designing the various age label predictors 

through classification or regression learning. Motivated 
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by these studies propose a mixture approach combining 

the advantages from both Classification and regression 

approaches. Recently observe that the human age can be 

represented by a set of adjacent age labels. The 

proposed system of label-distribution to replace with 

original age label which improves the typical objective 

function of the age estimation problem. Specifically, 

they explicitly enforce 3848 a fixed-form prior 

assumption on the label distribution (Gaussian or 

Triangle) resulting in the inflexibility of adapting to 

complicated face data in practice. Furthermore, propose 

an adaptive label distribution learning approach, which 

considers that the label distribution varies with the 

temporal changes.  

 

In [5] Sparse Subspace Clustering (SSC) is a typical 

approach to cluster the high-dimensional data (e.g., 

images and videos). Its basic idea is that each sample 

reconstructed through a linear combination of a few 

other samples. Therefore, all the original samples are 

embedded into many local manifold subspaces and the 

SSC approach considers that there exist the context 

relationships among the samples in the same subspace. 

Many researchers improve the clustering performance 

by adding various constraints into the subspace 

learning, such as the low-rank constraint the trace Lasso 

constraint  and the mixed Gaussian noise constraint 

Recently solve the SSC problem through combining the 

context structure discovery and the data clustering into 

a unified framework. 

The SSC techniques are widely used to solve a variety 

of image or video processing problems. For example 

assume each video frame can be reconstructed by the 

temporal-neighboring video frames. Therefore, they 

segment the video by implementing SSC for all the 

video frames with adding the temporal smoothing 

constraint for the temporal-neighboring video frames. 

Recently, extend the SSC problem into the multi-view 

image clustering where they solve SSC for every view 

iteratively as well as use the “Hilbert-Schmidt norms” 

to constrain the correlation among the different views. 

Although the manifold learning methods and the 

subspace learning of our approach all are capable to 

capture the context structure, their roles in the age 

estimation are different these existing efforts use the 

manifold learning to extract the image features and our 

approach use the subspace learning to build the 

prediction objects. 

 

In [6] this paper multi-label learning can deal with 

many problems with label ambiguity.it does not fit 

some real applications well where the overall 

distribution of the importance of the labels matters. 

These paper proposes a novel learning paradigm named 

as label distribution learning (LDL).This label 

distribution covers a certain number of labels 

representing the degree to each label describes the 

instance. The LDL is a more general learning 

framework this includes both single-label and multi-

label learning as its special cases. These paper proposes 

six working LDL algorithms in three ways problem 

transformation, algorithm adaptation, and specialized 

algorithm design. In order to compare the performance 

of the LDL algorithms six representative and diverse 

evaluation measures are selected via a clustering 

analysis and the first batch of label distribution datasets 

are collected and made publicly available. Experimental 

results on one artificial and 15 real-world datasets show 

clear advantages of the specialized algorithms, which 

indicates the importance of special design for the 

characteristics of the LDL problem. 

III. COMPARISON 

Comparison of each algorithm and presented their pros/cons 

and suitable using scenarios in table. 

Table 1: Comparison of Each Algorithm. 

Algorithm Pros Cons When to Use 

Label 

Distribution 

Learning, 

X.Geng July 

2016 

Binary 

Classification 

metric for 

classification 

Problem 

It compare 

the ranks 

of all 

possible 

pairs of 

labels. 

Multilabel 

Classification 

instance 

usually has a 

small no of 

relevant 

labels are 
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MicroAUeC dominated by 

irrelevant 

labels. 

 

Structured 

sparse 

subspace 

clustering a 

unified 

optimization 

framework-

G Li and 

R.Vidal 

June 2015 

Ranking 

Loss 

A novel 

algorithm to 

model label 

relationships 

It does not 

compare 

ranks 

between 

labels of 

two 

different 

instances. 

Pairs of 

entries has a 

small 

portion of 

all pairs due 

to sparsity 

of relevant 

labels. 

Data 

Depedent 

Label 

Distribution 

Learning for 

Age 

Estimation, 

Zhongfei 

Zhang,Fei 

Wu,Xin 

Geng, 

August 2017 

D2LDL 

Model 

Learning 

Regression or 

Classification 

over a set of 

face age 

labels. 

Totally 

data-driven 

distribution 

learning 

label 

distribution 

It is latent 

labels 

distribution 

that encodes 

cross age 

correlation 

information 

on label 

ambiguities. 

 

 

 

IV. CONCLUSION 

 

This paper introduce new approach for age estimation using 

fixed rank representation (FRR).This paper analyzes the 

cross-age correlation by learning the context relationship 

among the face samples Our age estimation model is 

implemented by jointly optimizing the tasks of age-label 

distribution learning and age prediction learning where we 

construct the face context graph through the subspace 

structure learning. In addition, the comparison study has 

demonstrated the effectiveness of our approach on FG-NET 

and MORPH. Experimental results show that our label 

distribution has a variety of forms and give a detailed analysis 

about the influence of the “racial composition” on the 

distribution form.  
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