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ABSTRACT

Due to the increased use of mobile devices with the high demand for applications , most companies have tended
to pay attention to Mobile Ad hoc Networks . This type of network is characterized by multi-hop wireless
networks where data packets are sent in a "store and forward" manner from source to an arbitrary destination via
intermediate nodes. The mobile nodes are connected by multi-routes routing as nodes in this network not only
serve as hosts but also as routers where data is routed to and from other nodes in network and therefore mobile
node not only sends its data packets but also sends data packets of other mobile nodes . The network architecture
changes dynamically, mainly because of mobility of nodes , so we need routing protocols to establish the
connection. Routing protocols are categorized into proactive routing protocols , reactive routing protocols and
hybrid routing protocols .

So, in this paper, we has been studied effect increasing number of nodes on performance GRP routing protocol
which is one of hybrid routing protocols for various traffic loads with using grid node placement model on the
basis of Wireless LAN and GRP Statistics and evaluated performance in a large network and in a small network.
Keywords: Mobile Ad hoc Networks, routing protocol, various Traffic loads, GRP, Grid Node Placement
Model.

1. INTRODUCTION
1.1 ROUTING PROTOCOLS:

Mobile Ad Hoc networks are characterized as networks with multi-hop topology that change continuously
due to mobility, and therefore in this type of network we need efficient routing protocols capable of establishing
communication routes between nodes without causing control messages load or computational surplus on mobile
devices with limited power. [1][2][14][17][23].

Several solutions have been proposed, some related to calibration within Internet Engineering Task Force
(IETF) and others try to have the most recent route for all other nodes at all times by exchanging control
information periodically when topology changes occur.These protocols are called proactive routing protocols ,
which are modified versions of traditional connectivity or distance vector protocols taken in wired networks that
adapt to specific requirements of dynamic mobile ad hoc network environment. [2][141[171[23].

Others do not have to have the most recent route to all the other nodes, and therefore we have reactive
protocols that discover the routes on demand by means of the route discovery procedure and these routes remain
in an active state as long as they are used and there is another type of protocol that merges the previous two types
called hybrid protocols [2][14][17][23] The following figure (1) shows the structure of mobile ad hoc networks
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figure (1) structure of mobile ad hoc networks .

1.2. RESEARCH PROBLEM AND OBJECTIVES:
Mobile ad hoc networks constitute a group of mobile nodes that share the wireless channel without any

central administration [11[3][4][23]. The nodes in these networks function not only as hosts but rather as routers at
the same time as the nodes in this type of network are able to move and thus the network topology changes
frequently and this means that the communication between the nodes is difficult to manage. [11[3][4].

A distinction is made between three types of routing algorithms, which are: the first type is proactive
protocols that exchange routing information between nodes continuously, the second type is reactive protocols in
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which the route is built on demand, while the third type is hybrid protocols in which the previous two types are
combined, including (GRP) geographical routing protocol to be studied [3][4] [151[23].

In this article, we study effect increasing number of nodes on performance of (GRP) geographical routing
protocol, which is considered one of hybrid routing protocols with different traffic loads (Database, Email, FTP,
HTTP, Video Conferencing, Voice) in case grid node placement model in terms of wireless local area network
(WLAN) standards and GRP routing protocol standards, which are present in the simulator statistics, in a large
network consists of 60 mobile nodes and in a small network consists of 30 mobile nodes and we can briefly
summarize a definition of some performance metrics used in the simulation process.

v' Throughput: represents the amount of digital data sent per unit time from source node to destination node.

It is measured by bits/sec [5] [7][11] [12][18][20][21].

v Load: The total load is expressed in bits / second, as all upper layers send it to all layers of the wireless

network in the wireless nodes of the network [5] [71[12][20].

v’ Delay: represents the average time taken for packets to reach from source node to destination node
[5107111] 12] [18] [21] [20](23].

1.3. STUDY METHODOLOGY AND TOOLS:

OPNET 14.5 network simulator was used as it was installed on Windows 7, and 12 system variables were
created and modified, and process of installing this simulator was made sure of success [9].Then, in this article,
scenarios were implemented to study effect increasing number of nodes on performance of geographical protocol
with different traffic loads (Database, Email, FTP, HTTP, Video Conferencing, Voice) in case grid node
placement model in terms of wireless local network (WLAN) standards and GRP routing protocol standards and
found in the simulator statistics, in a large network consists of 60 mobile nodes where network size was
1000x1000m, and in a small network consists of 30 mobile nodes where network size was also 1000x1000m.
Firstly, performance of geographical routing protocol was evaluated in case grid node placement model (6 rows
and 5 columns) with a database application in a small network consists of 30 mobile nodes in terms of wireless
local area network (WLAN) standards and GRP routing protocol standards and also performance of geographical
routing protocol was evaluated in case grid node placement model (6 rows and 5 columns) with a video
application in a small network consists of 30 mobile nodes in terms of wireless local area network (WLAN)
standards and GRP routing protocol standards and also performance of geographical routing protocol was
evaluated in case grid node placement model (6 rows, 5 columns) with an email application in a small network
consists of 30 mobile nodes in terms of wireless local area network (WLAN) standards and GRP routing
protocol standards and also performance of geographical routing protocol was evaluated in case grid node
placement model (6 rows, 5 columns) with FTP application in a small network consists of 30 mobile nodes in
terms of wireless local area network (WLAN) standards and GRP routing protocol standards and also
performance of geographical routing protocol was evaluated in case grid node placement model (6 rows, 5
columns) with HTTP application in a small network consists of 30 mobile nodes in terms of wireless local area
network (WLAN) standards and GRP routing protocol standards. In addition, performance of geographical
routing protocol was evaluated in case grid node placement model (6 rows and 5 columns) with Voice
application in a small network consists of 30 mobile nodes in terms of wireless local area network (WLAN)
standards and GRP routing protocol standards . And secondly, performance of geographical routing protocol was
evaluated in case grid node placement model (10 rows and 6 columns) with database Application in a large
network consists of 60 mobile nodes in terms of wireless local area network (WLAN) standards and GRP
routing protocol standards and also performance of geographical routing protocol was evaluated in case grid
node placement model (10 rows and 6 columns) with Video Application in a large network consists of 60 mobile
nodes in terms of wireless local area network (WLAN) standards and GRP routing protocol standards and also
performance of geographical routing protocol was evaluated in case grid node placement model (10 rows and 6
columns) with email Application in a large network consists of 60 mobile nodes in terms of wireless local area
network (WLAN) standards and GRP routing protocol standards and also performance of geographical routing
protocol was evaluated in case grid node placement model (10 rows and 6 columns) with FTP Application in a
large network consists of 60 mobile nodes in terms of wireless local area network (WLAN) standards and GRP
routing protocol standards and also performance of geographical routing protocol was evaluated in case grid
node placement model (10 rows and 6 columns) with HTTP Application in a large network consists of 60 mobile
nodes in terms of wireless local area network (WLAN) standards and GRP routing protocol standards. In
addition, performance of geographical routing protocol was evaluated in case grid node placement model (10
rows and 6 columns) with Voice Application in a large network consists of 60 mobile nodes in terms of wireless
local area network (WLAN) standards and GRP routing protocol standards .

As for the last and most important part of the article, effect increasing number of nodes on performance of
geographical routing protocol was studied and compared in a small network consists of 30 mobile nodes in case
grid node placement model and between its performance in a large network consists of 60 mobile nodes in case
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grid node placement model in terms of wireless local area network (WLAN) standards and GRP routing protocol
standards which are in the simulator statistics for different traffic loads (Database, Email, FTP, HTTP, Video
Conferencing, Voice) where network size was whether network was large (number of nodes was large) or small
was 1000x1000m. The results in the tables were obtained through the excel files of each chart obtained as a
result of implementing Simulation over a time of 600 seconds by clicking on the chart with the right button and
selecting (Export Graph Data to Spreadsheet), then moving to an excel file containing digital data for the chart,
and then the factor we want was calculated, for example: Average.
1.4. CLASSES OF ROUTING PROTOCOLS:

The routing protocols of mobile ad hoc networks can be classified into three sections:
v Proactive protocol:

In this type, nodes in mobile ad hoc network keep routes entries to all possible destinations and this is
important because when a node wants to send a data packet, the route is predefined, and thus it can be used
directly. And when there is a change in network topology, this change is being deployed it to the entire network
and on the basis of the gathered information, each wireless node changes its routing table, for example, when a
change in topology makes the original route unavailable, then any new route is established, and therefore all
nodes will receive updates on the state of the route and in the absence of a change in network topology, the node
is ready and available on demand [3][23]. Distance vector protocols can also be considered proactive protocols
[19]. Hence, proactive view is similar to UDP (non-established communication) communication and hence the
presence of transport protocols is preferred in proactive routing protocols[10] . We mention Enhanced Link State
Routing Protocol [2][3][11][15].

v" Reactive protocol:

Where source node builds routes on demand, and thus the network topology is discovered on demand, that is,
when a wireless node needs to send data to another wireless node, but there is no route to that node, then source
node will call route discovery process as it begins to prepare to send the routing table and when a route is found
and maintained by routes maintenance procedure until the destination is no longer accessible or the route is no
longer used[8][11][13] [15] [23] [24] . The route is deleted by route delete procedure [24]. The nodes only
maintain routes to effective destinations [13]. Hence the reactive view is similar to TCP (establish connection)
communication [10]. We mention dynamic source routing protocol(DSR) [3][11][24] . Table (1) shows a

comparison between reactive protocols and proactive protocols [3]:
Table 1: Reactive and Proactive protocols

Proactive protocols Protocols Reactive
Routing Protocols DSDV,CGSR,WRP,OLSR | AODV,DSR,TORA,ABR,SSR,CEDAR
Route acquisition delay Low High
Load resulting from control messages High Low
Energy requirements High Low
Package bandwidth requirement High Low

v" Hybrid Protocols:

- This type of protocol combines advantages of Proactive Routing Protocol (PRP) and Reactive Routing
Protocol (RRP) [7]. PRP is suitable for supporting delay-sensitive data such as audio and video, but it consumes
a large portion of network capacity while RRP is not suitable for real-time communication, but positive with this
view is that it can dramatically reduce routing load when network is static and data is light but on in any case,
source node must wait until the route to destination is discovered, and this increases the response time [7][20].

- Hybrid routing performs in two ways : greedy routing , face-2 algorithm or perimeter routing[16] . Using
concept of location-based routing, geographical routing protocols do not need to be set up or maintain
connections [16]. In hybrid routing, nodes are not required to store routing tables, nor do they keep up-to-date
routing tables for purpose of sending information as they simply discover destination node's location in network
and simply send or transmit information from starting place to destination as the method of sending information
in these protocols is based on Location information for destination node and existing neighbors after one
hop[16] . In hybrid routing there are two types of transmission strategies: Greedy forwarding, Face-2 Routing or
Perimeter [16]. Figure (2) shows types of hybrid routing [16].

- For Greedy forwarding , sender knows location of receiver node by GPS and message is then passed to the
neighbor closest to receiver node [16][20] . As for the intermediate nodes, they send data to a two-faced
neighbor on their way to receiver node and this process continues until data reaches receiver node [16][20].
Each node in network maintains its own table in which location of each node is listed [16]. The main difficulty
in greedy forwarding is to choose the exact neighbor node into which the data will be sent[16][20]. The various
routing strategies consider scalability, space and orientation towards receiver node [16]. There are three different
routing strategies in greedy routing for choosing which of neighboring nodes to which data packets should be
sent are Most Forwarded within R (MFR), Nearest with Forwarded Progress (NFP), Compass Routing [16].
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Figure (3) shows Greedy routing strategies [16]. we notice from Figure (3) that there are different strategies for
how sender sends information from source to destination , where S refers to source node and D refers to
destination node [16]. The area around with r denotes the coverage area or the maximum field of S [16].

- The main goal is to send the information from S to that node closest to destination . In the given example,
this node could be C, which could be closest to destination node within coverage area of destination node D, and
this strategy is known as Most Forwarded within R (MFR) and this strategy tries to reduce number of hops for
sending information from S to D [16] . MFR is the most commonly used in those scenarios where data packet
does not change or Adjust the signal strength for communication between S and D [16]. However, in any
scenario in which data package adapts or modifies its signal strength, a different strategy is used, which is
Nearest with Forwarded Progress (NFP), as in NFP the message is passed to the nearest neighbor of sender who
is closest to destination . In the given example node is A[16] .If all the nodes use the NFP strategy, the collision
of data packets can be greatly reduced during transmission[16] .

- Another strategy used in greedy forwarding is compass routing, where you choose sender node closest in
the straight route between source and destination . In the given figure, compass routing node is B node [16]. This
routing strategy is used to reduce distance as data packet travels from source to destination [16] .When data
packet arrives at a node that has not yet detected any of neighboring nodes close to destination in a forwarding
routing method, the second method of hybrid routing is Face-2 routing or Perimeter Routing used to determine
destination address [16]. Figure 4 shows Greedy Routing Failure [16] . we find from Figure (4) the semicircle
around D has a radius of distance between S and D, and circle around S shows S field [16]. We notice from
Figure (4) that there is no direct communication between S and D and therefore greedy forwarding fails in this
case. To avoid restrictions of greedy forwarding methods, there is another method used known as Perimeter
Method or Face-2 Algorithm [16]. The face-2 algorithm is based on planner graph traversal, where node does not
need to store any missing or additional information, as greedy forwarding mode is continued when node reaches
the nearest node and then to destination [16] . Figure (5) shows planner graph traversal. Planner graphs can be
defined as diagrams without intersecting perimeters, as nodes are peaks and edge is between two peaks in case
they are the closest to direct contact with each other [16]. In a planner graph traversal, data packet is sent along
route by using the right-hand rule, where data packet is directed to the next hop counterclockwise from edge it
reached [16]. The drawn line in Figure (5) between source node S and destinaton node D intersects more than
one edge, so these edges are not chosen for sending data [16] .
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Figure (5) Planner Graph Traversal

1.5. HYBRID PROTOCOLS:

1.5.1 GRP (Geographical Routing Protocol or Gathering-based Routing Protocol) :

- The function of gathering-based routing protocol in mobile ad hoc networks is to rapidly collect network
information in source node without a large amount of loads by taking advantage of strengths of proactive routing
protocol and reactive routing protocol, and thus data packets are sent continuously even if route is interrupted
with little transmission delay without compromising load or control performance[7] . That is, geographical
routing protocols are more efficient when there is a dynamic change in network topology, high mobility and
scalability, and thus geographical routing is used to remove restrictions related to topology-based routing as data
packets are sent to their destination taking into account their location [16].

- Geographical-routing protocol is a location-based routing protocol that is classified as a distance-based and
proactive routing protocol as it is based on Greedy algorithm where each node must maintain a table and this
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algorithm assumes that each node in network knows its own location through GPS[5][12][15][16][20][25]. That
is, routing is based on shorter geographical distance between source node and destination node [12] [25]. The
location of node is determined by GPS and network flooding will be improved by dividing network into
quadrants [5] [12] [15].Where network flooding process occurs when node travels a longer distance than
distance specified by the user or when node crosses a quarter of a circle, and thus once initial flooding process in
network is completed, each node becomes aware of initial location of all other nodes that can be accessed
[5]1[15][25] . Thus, geographical-routing protocol sends data packets to destination that is determined according
to the shortest route that was calculated by source node according to aggregated information contained in
network information collection (NIG) packets that are broadcasted publicly by destination node [20][25]
Fortunately, each node maintains one or more routing tables to update neighbors' nodes information, so each
node with its location can determine which quadrant it settles in, and it can also know initial location of all
neighboring nodes [5][12] [25] . Likewise, each node broadcasts a public and periodically hello message to its
neighbors so that locations of its neighbors are updated after the initial preparation, as rate of welcome messages
exchange depends on advantages of network, especially mobility of nodes [25] .

- Initially a hello protocol or hello message will be exchanged between nodes to determine the neighbors and
their locations[5][12][15]. The following figure (6) shows how to divide network into several quadrants to
reduce network flooding with messages [5][12][15][25]. The fully mobile ad hoc network is divided into
quadrants and all quadrants of a circle are squares [5][12][15] . The quadrant size is specified by the user in
meters[12]. From Latitude, Longitude (-90, -180) to Lat, Long (+90, +180) as Latitude, Longitude [12][15]. All
four quadrants of a circle (square) form a higher level quadrant[12]. Aal, Aa2, Aa3, Aa4 are individual
quadrants in Level 1[12]. They form a quarter ( Aa) in Level 2 and Aa, Ab, Ac, and Ad. are individual quadrants
in Level 2 and they form a quarter (A ) in Level 3[12]. Network flooding concepts in geographical routing
protocol include knowing initial location of each node and other nodes that can be accessed in network [12].
When node crosses quadrant boundary, network flooding occurs again, but extent of network flooding depends

on distance traveled by node, taking into account quadrant boundary[12]. If node is only moving within its

quadrant, then network flooding packets are sent only to nodes within quadrant [12]. If node is moving from
quadrant Aal to Aa2 (within boundary of quadrant level 2), then all nodes within quadrant Aa are sent them
network flooding process packets [12]. If node is moving from quadrant Aa2 to Acl (within boundary of the
quadrant level 3) then all the nodes within the quadrant A are sending them network flooding packets [12]. When
network flooding process packets are received outside the intended boundary, these packets are discarded[12].
The number of network flooding attempts in geographical routing protocol is set to a value of 1 by default and
can be set to a value of 3 as in the scenarios in my simulation. Therefore, number of times that flooding process
occurs is few, and this requires that accessible nodes be discovered.

- Network flooding process with messages about location and flooding angle plays a basic and important role
in tuning geographical routing protocol, where initial value of flooding angle about location and dynamically
network flooding with messages about location is changed in intermediate nodes (increase value of flooding
angle about location when intermediate node knows that there are no neighbors nodes within request zone
defined by flooding angle about location that were completed in the connecting route request [12]. The value of
number of times during which network flooding process about location and time intervals between them depends
on movement of nodes [12]. The nodes are only allowed to travel 5 meters in my simulated scenarios. Therefore,

it is easy to find a node when its last location in GPS is known as search area for a node is limited[12]. The

flooding angle is represented by an integer called request level which has the following meaning [12]:
Request_level = 1, flooding angle 90° 2, flooding angle 180° 3, flooding angle 360°

- As for the backtracking technique used on the blocked routes in geographical routing protocol, as nodes

that receive the backtracking packet calculate the next closest neighbor to destination node and send it new route

[12][25]. if node that received the backtrack packet does not have an alternate route , then it in turn backtracks to

a previous node to find an alternative route , at the end if it is no alternative route is available after all the

recursive backtracks till source node, then data packet is dropped or discarded [ 12].
- 7

Figun;e (6) Dividing the mobile ad hoc network into quadrants
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1.6 NODE PLACEMENT MODELS :

Node placement or node positioning: It is method by which each node will be located in network

in an efficient manner in which no large amount of energy is consumed while sending packets or data
in network [6]. There are three ways to define where each node is in network or how nodes are
arranged in network.
- Random node placement model : This model spreads nodes in a random manner, that is, nodes are
distributed in network unequal and uneven, and thus coverage area is small if we have a large number
of nodes that are far from each other unequal distances, and this leads to higher energy consumption
and reduces life time of general network [6] [22] . Figure (7) shows random distribution of nodes
within random nodes placement model[22].

- Grid node placement model: This model spreads nodes in a grid manner, and thus coverage area is
large if we have a small number of nodes that are far from each other equal distances [6][22]. Figure
(8) shows equal distribution of nodes within grid node placement model[22] .

- Circular node placement model: This model spreads nodes in a circular manner, and thus coverage
area is large if we have a small number of nodes that are far from each other equal distances [6].

Figure (7) random nodes placement model Figure (8) grid node placement model

2. SIMULATION ENVIRONMENT PARAMETER

We will study effect increasing number of nodes on performance of GRP protocol using OPNET simulator
with different traffic loads (Database, Email, FTP, HTTP, Video Conferencing, Voice) in case nodes were
posited gridly in terms of wireless local area network (WLAN) standards and GRP routing protocol standards
and found in simulator statistics in a large network consists of 60 mobile nodes and in a small network consists

of 30 mobile nodes. Table (2) shows used simulation parameters.
Table (2) simulation parameters

Number of nodes 30 and 60
Network size 1000mx1000m
Simulation time 600 simulation seconds, seed=256,simulation kernel=optimized

Figures (9), (10), (11), (12), (13), (14) show properties of different traffic loads (Database, Email, FTP,
HTTP, Video Conferencing, Voice) used in simulation. Figures (15), (16), (17), (18), (19), (20) show properties
of Profiles of different traffic loads (Database, Email, FTP, HTTP, Video Conferencing, Voice) used in
simulation. Figures (21), (22), (23), (24), (25), (26) show properties of mobility in a large network and in a small
network, properties of RXGroup, properties of GRP protocol and properties of wireless (LAN) parameters,
applications and services according to used traffic load on server. .

[eviea ——

P 1 j —
Figure (9): database Application properties Used in simulation in Figure (10): email Application properties Used in simulation in case nodes
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Figure (11): video Application properties Used in simulation in case nodes were posited gridly, whether network was large or small

Figure (12): FTP Application properties Used in simulation in case nodes were posited gridly, whether network was large or small
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Figure (13): HTTP Application properties Usew simulation in case nodes were posned gridly, whether network was large or small
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Figure (15): video profile properties Used
in simulation in case nodes were posited
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Figure (16): database profile properties Used in

simulation in case nodes were posited gridly,
whether network was large or small
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Figure (19): HTTP profile properties Used in
simulation in case nodes were posited gridly,
whether network was large or small
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Figure (22):Mobility properties Used in simulation in
case nodes were posited gridly, in a small
network(1000x1000m,30 nodes)
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Figure (17): emall profile properties Used in
simulation in case nodes were posited gridly,
whether network was large or small
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Figure (20): voice profile properties Used in
simulation in case nodes were posited gridly,
whether network was large or small
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Figure (23): RXGroup properties Used in
simulation in case nodes were posited gridly,
whether network was large or small
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Figure (26) Applications and services
according to used traffic load on the server in
case nodes were posited gridly , whether
network was large or small
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3. SIMULATION ENVIRONMENT
3.1 Topology OF Network Consists of 30 Mobile Nodes And Used Protocol was GRP and Network Size
was 1000x1000m in Case Grid Node Placement Model Regardless OF The Used Traffic Load.

Figure (27) shows topology in case a network consists of 30 mobile nodes and used protocol was

GRP and network size was 1000x1000m in case grid node placement model regardless of used traffic
load.
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Figure (27) Topology of a network consists of 30 mobile nodes and used prétocol was GRP and network size was 1000x1000m in case grid node
placement model regardless of the used traffic load.

3.2.Topology OF Network Consists OF 60 Mobile Nodes And Used Protocol was GRP And Network Size
was 1000x1000m in Case Grid Node Placement Model Regardless OF The Used Traffic Load.

Figure (28) shows topology in case a network consists of 60 mobile nodes, the used protocol was

GRP, and network size was 1000x1000m in case grid node placement model regardless of used traffic
load.
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Figure (28) Topology of a network consists of 60 mobile nodes and used protocol was GRP and the network size was 1000x1000m in case grid node
placement model regardless of the used traffic load.

4. RESULTS And DISCUSSION

4.1.Evaluate Performance OF Geographical Routing Protocol In Case a Small Network Consists OF 30

Mobile Nodes In Terms OF Wireless Local Area Network (WLAN) Standards And GRP Routing Protocol
Standards With Various Traffic Loads.

Figures (29), (30), (31), (32) show wireless local area network (WLAN) standards in case number of nodes =
30 / Database application / nodes were posited gridly. As for Figures (33), (34), (35), (36), (37), they show GRP
protocol standards in case number of nodes = 30 / Database application / nodes were posited gridly. The values
in tables (3) and (4) will be explained later.
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— - ! . — =
TRy )

.
|
|
|

|
.

————

TR

1' —— g | T = j
HEEET S PP IIP 1= P S A
| = ==
Figure (29) throughput in case number of Figure (30) delay in case number of nodes =30/ Figure (31) load in case number of nodes =30/
nodes = 30 / Database application / nodes Database application / nodes were posited gridly Database application / nodes were posited gridly
were posited gridly
e ————— % = ';. — - = ey 8 |
- - 4 o }
F R = FPPIPISS
e —| s —— NO— == -
Figure (32) retransmission attempts in case | ) ==
o nu(mger of nodes =30/ Datapbase Figure (33) routing traffic received in case Figure (34) routing traffic sent in case number of
application / nodes were posited gridly number of nodes = 30 / Database application / nodes = 30/ Database application / nodes were
nodes were posited gridly posited gridly
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Figure (35) Total number of quadrant
changes in case number of nodes = 30/
Database application / nodes were posited

gridly

Figure (36) Total traffic received in case number
of nodes = 30 / Database application / nodes were

posited gridly
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Figure (37) Total traffic sent in case number of
nodes = 30 / Database application / nodes were

posited gridly

Table (3) Performance of geographical routing protocol in terms of wireless local area network (WLAN) standards in case number of nodes = 30 /
Database application / nodes were posited gridly.

Routing Node
protocols placement
GRP Grid

Aver.

throughput

delay

load

retransmission attempts

365189.4723

0.001562024

83471.07961

1.558959768

were posited gridly.

Table (4) performance of geographical routing protocol in terms of GRP protocol standards in case number of nodes = 30 / Database application / nodes

Database Application

Small network / number of nodes = 30

Routing Node
protocols placement
GRP Grid

Aver.

routing traffic routing traffic Total number of Total traffic Total traffic
received sent quadrant changes received sent
548.8893599 | 127.2520942 1.20782677 548.8893599 | 127.2520942

Figures (38), (39), (40), (41) show wireless local area network (WLAN) standards in case number of
nodes = 30 / Video application / nodes were posited gridly.As for Figures (42), (43), (44), (45), (46), they show
GRP protocol standards in case number of nodes = 30 / Video application / nodes were posited gridly and the

values in tables (5) , (6) will be explained later.
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Figure (38) throughput in' case number of
nodes = 30 / Video application // nodes were
posited gridly.
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Figure (41) retransmission attempts in case
number of nodes = 30 / Video application /

nodes were posited gridly.

Figure (44) Total number of quadrant
changes in case number of nodes = 30/ Video
application / nodes were posited gridly.
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Figure (39) delay in case nurﬁber of nodes = 30
/ Video application / nodes were posited gridly.
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Figure (42) routing traffic received in case

number of nodes = 30 / Video application /
nodes were posited gridly.

Ce—————
1 ,

T o B I R S R

Figure (45) Total traffic received in case
number of nodes = 30 / Video application /
nodes were posited gridly.

Figure (40) load in case number of nodes =30/
Video application / nodes were posited gridly.
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Figure (43) routing>t~raffic sen'{ in case number of
nodes = 30/ Video application / nodes were posited
gridly.
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Figure (37) Total traffic sent in case number of
nodes = 30/ Video application / nodes were posited
gridly.
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Table (5) performance of Geographical routing protocol in terms of WLAN standards in case number of nodes = 30 / Video application / nodes were

posited gridly.

Video Application

Small network / number of nodes = 30

Rou“ng Node throughput delay load retransmission attempts
protocols | placement
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GRP ‘ Grid ‘Aver.‘

393959.3091

0.00161614 ‘

89548.20024 1.537697866

Table (6) performance of geographical routing protocol in terms of GRP protocol standards in case number of nodes = 30 / Video application / nodes

were posited gridly.

Video Application

Small network / number of nodes = 30

Routing Node routing traffic Total number of Total traffic
protocols | placement received routing traffic sent quadrant changes received Total traffic sent
- Aver
GRP Grid 589.4361489 136.1829388 1.204014082 589.4361489 136.1829388

Figures (47), (48), (49), (50) show wireless local area network (WLAN) standards in case number of nodes
= 30 / Email application / nodes were posited gridly. Figures (51), (52), (53), (54), (55) show GRP protocol
standards in case number of nodes = 30 / Email application / nodes were posited gridly. The values in tables (7)

and (8) will be explained later.
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Figure (47) throughput in case number of

nodes = 30 / email application / nodes were
posited gridly.
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Figure (50) retransmission éttempts in case
number of nodes = 30 / email application /

nodes were posited gridly.
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Figure (53) Total number of guadrant changes
in case number of nodes = 30 / email
application / nodes were posited gridly.
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Figure (48) delay in case nulmber of nodes =30/
email application / nodes were posited gridly.

(AANEENEN |

> P >
P o A A B A

Figure (51) rouﬁng traffic received in case
number of nodes = 30 / email application / nodes
were posited gridly.

Figure (54) Total traffic received in case number
of nodes = 30 / email application / nodes were
posited gridly
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Figure (49) load in case number of nodes = 30/
email application / nodes were posited gridly.
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Figure (52) routing traffic sent in case number
of nodes = 30 / email application / nodes were
posited gridly.
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Figure (55) Total traffic sent in case number of
nodes = 30 / email application / nodes were
posited gridly.

Table (7) performance of Geographical routing protocol in terms of wireless local area network (WLAN) standards in case number of nodes = 30 /

Email application / nodes were posited gridly.

Email Anplication

Small network / number of nodes = 30

Routin

outing Node placement
protocols

GRP Grid Aver.

throughput delay

load retransmission attempts

359644.1774 0.001541036

82350.14335 1.54420752

were posited gridly.

Table (8) performance of geographical routing protocol in terms of GRP protocol standards in case number of nodes = 30 / Email application / nodes

Email Application

Small network / number of nodes = 30

Routing Node ) ) _ routing traffic Total number of Total traffic _
protocols | placement routing traffic received sent quadrant changes received Total traffic sent
Aver.
GRP Grid 540.2192003 125.6034812 | 1.189466733 | 540.2192003 125.6034812

Figures (56), (57), (58), (59) show wireless local area network (WLAN) standards in case number of
nodes = 30 / FTP application / nodes were posited gridly . Figures (60), (61), (62), (63), (64) show GRP
protocol standards in case number of nodes = 30 / FTP application / nodes were posited gridly and the values in
tables (9) and (10) will be explained later.
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Figure (56) throughput in case number of nodes =
30/ FTP application / nodes were posited gridly.
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Figure (59) retransmission attempts in case
number of nodes = 30 / FTP application / nodes
were posited gridly.

Figure (62) Total number of quadrant changes in
case number of nodes = 30/ FTP application /
nodes were posited gridly.
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Figure (57) delay in case number of nodes =30/
FTP application / nodes were posited gridly.
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Figure (60) routing traffic received in case
number of nodes = 30 / FTP application / nodes
were posited gridly.
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Figure (63) Total traffic received in case
number of nodes = 30 / FTP application / nodes
were posited gridly.

=30/ FTP application / nodes were posited gridly.
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Figure (58) load in case number of nodes = 30
| FTP application / nodes were posited gridly.
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Figure (61) routing traffic sent in case
number of nodes =30/ FTP application /
nodes were posited gridly.
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Figure (64) Total traffic sent in case number
of nodes =30/ FTP application / nodes were
posited gridly.

FTP Application

Small network / number of nodes = 30

Routing Node retransmission
protocols placement throughput delay load attempts
GRP Grid Aver. 396674.5529 0.001629747 89921.00775 | 1.56570281

application / nodes were posited gridly.

Table (10) performance of geographical routing protocol in terms of GRP protocol standards in case number of nodes =30/ FTP

FTP Application

Small network / number of nodes = 30

Routing Node Total traffic routing traffic Total number of Total traffic
protocols placement received sent quadrant changes received Total traffic sent
- Aver.
GRP Grid 593.508278 136.7252864 1.195731568 593.508278 136.7252864

Figures (65), (66), (67), (68) show wireless local area network (WLAN) standards in case number of nodes =
30 / HTTP application / nodes were posited gridly. Figures (69), (70), (71), (72), (73) show GRP protocol
standards in case number of nodes = 30 / HTTP application / nodes were posited gridly and the values in tables
(11) and (12) will be explained later.
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Figure (67) load in case num‘ber of nodes =30/

Figure (65) throughput in case number of nodes HTTP application/ nodes were posited gridly.

=30/HTTP application / nodes were posited
gridly.

Figure (66) delay in case number of nodes = 30
/ HTTP application / nodes were posited
gridly.
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Figure (69) routing traffic received in case
number of nodes = 30 / HTTP application /
nodes were posited gridly.

Figure (68) retransmission attempts in case
number of nodes = 30 / HTTP application /
nodes were posited gridly.

Figure (70) routing traffic sent in case number
of nodes =30/ HTTP application / nodes were
posited gridly.
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b

Figure (71) Total number of quadrant changes Figure (72) Total traffic received in case Figure (73) Total traffic sent in case number of
in case number of nodes = 30 / HTTP number of nodes = 30 / HTTP application / nodes =30/ HTTP application / nodes were
application / nodes were posited gridly. nodes were posited gridly. posited gridly.
Table (11) performance of geographical routing protocol in terms of wireless local area network (WLAN) standards in case number of nodes = 30 /

HTTP application / nodes were posited gridly.
HTTP Application

Small network / number of nodes = 30

Routing -
Node placement throughput delay load retransmission attempts
protocols
- Aver.
GRP Grid ver 401628.1602 0.001463447 88057.18879 2.188215471

Table (12) performance of geographical routing protocol in terms of GRP protocol standards in case number of nodes = 30 / HTTP application / nodes
were posited gridly.

HTTP Application

Small network / number of nodes = 30

Routing Node routing traffic routing traffic Total number of Total traffic
protocols | placement received sent quadrant changes received Total traffic sent
Aver.
GRP Grid 603.0289283 | 134.0072644 1.276149085 603.0289283 134.0072644

Figures (74), (75), (76), (77) show wireless local area network (WLAN) standards in case number of nodes =
30 / Voice application / nodes were posited gridly. Figures (78), (79), (80), (81), (82) show GRP protocol
standards in case number of nodes = 30 / Voice application / nodes were posited gridly. The values in tables (13)
and (14) will be explained later.
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Figure (76) load in case number of nodes =
30/ Voice application/ nodes were posited
gridly.

Figure (74) throughput in case number of nodes =
30/ Voice application / nodes were posited gridly.

Figure (75) delay in case number of nodes = 30
/ Voice application / nodes were posited gridly.
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Figure (79) routing traffic sent in case
number of nodes = 30 / Voice application /
nodes were posited gridly.

Figure (77) retransmission attempts in case
number of nodes = 30 / VVoice application / nodes
were posited gridly.

Figure (78) routing traffic received in case
number of nodes = 30 / Voice application /
nodes were posited gridly.
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Figure (80) Total number of quadrant changes in
case number of nodes = 30 / Voice application / number of nodes = 30 / VVoice application / of nodes = 30 / VVoice application / nodes were
nodes were posited gridly. nodes were posited gridly. posited gridly.
Table (13) performance of geographical routing protocol in terms of wireless local area network (WLAN) standards in case number of nodes = 30 /
Voice application / nodes were posited gridly.

Voice Application

Small network / number of nodes = 30

Figure (81) Total traffic received in case Figure (82) Total traffic sent in case number

Routing
Node placement throughput delay load retransmission attempts
protocols
Aver.
GRP Grid 374507.9804 0.001638581 | 84574.50315 0.913457202

Table (14) performance of geographical routing protocol in terms of GRP protocol standards in case number of nodes = 30 / Voice application / nodes
were posited gridly.

Voice Application
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Small network / number of nodes = 30
Routing Node routing traffic received routing traffic Total number of Total traffic Total traffic sent
rotocols lacement sent quadrant received
P P Aver changes
GRP Grid ’ 562.2731201 128.8839542 | 1.169510764 | 562.2731201 | 128.8839542

4.2. Evaluate Performance OFGeographical Routing Protocol In Case Grid Node Placement Model In a

Large Network Consists OF 60 Mobile Nodes In Terms OF Wireless Local Area Network (WLAN)
Standards And GRP Routing Protocol Standards With Different Traffic Loads.

Figures (83), (84), (85), (86) show wireless local area network (WLAN) standards in case humber of nodes =
60 / Database application / nodes were posited gridly. Figures (87), (88), (89), (90), (91) show GRP protocol
standards in case number of nodes = 60 / Database application / nodes were posited gridly. The values in Tables
(15) and (16) will be explained later.
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Figure (83) throughput in case number of nodes Figure (84) delay in case number of nodes = 60 / Figure (85) load in case number of nodes = 60

I LA

=60 / database application / nodes were posited database application / nodes were posited gridly. / database application / nodes were posited
gridly. gridly.
1, _r S PP 3 _;-‘ R S e R R e === _;— I I R e e

1!
H Figure (87) routing traffic received in case Figure (88) routing traffic sent in case

Fithl)re (8f6) rgtrafzrgi/s(sjion Sttemptsljn R / number of nodes = 60 / database application / number of nodes = 60 / database application /
IMENTEr ELF MRS gta EES L ication nodes were posited gridly. nodes were posited gridly.
nodes were posited gridly.
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Figure (89) Total number of quadrant changes  Figure (90) Total traffic received in case number  Figure (91) Total traffic sent in case number
in case number of nodes = 60 / database of nodes = 60 / database application / nodes were of nodes = 60 / database application / nodes
application / nodes were posited gridly. posited gridly. were posited gridly.
Table (15) Performance of geographical routing protocol in terms of wireless local area network (WLAN) standards in case number of nodes = 60 /
Database application / nodes were posited gridly.

Database Application

large network / number of nodes = 60

Routing Node
throughput delay load retransmission attempts
protocols placement
- Aver.
GRP Grid 3284576.884 0.004535724 411031.1392 2.159905728

Table (16) performance of geographical routing protocol in terms of GRP protocol standards in case number of nodes = 60 / Database application /
nodes were posited gridly.

Database Application
large network / number of nodes = 60

Routing Node routing traffic routing traffic Total number of Total traffic Total traffic sent
protocols placemen received sent quadrant changes received
- Aver.
GRP Grid 4884.322906 612.7666052 1.562512408 4884.322906 | 612.7666052

Figures (92), (93), (94), (95) show wireless local area network (WLAN) standards in case number of nodes =
60 / Video application / nodes were posited gridly. Figures (96), (97), (98), (99), (100) show GRP protocol
standards in case of number of nodes = 60 / video application / nodes were posited gridly and the values in tables
(17) and (18) will be explained later.
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Figure (92) throughput in case number of nodes = Figure (93) delay Vin case number of nodes = Figure (94) load in case number of nodes = 60 /
60/ Video application / nodes were posited gridly. 60/ Video application / nodes were posited Video application / nodes were posited gridly.

gridly.
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Figure (95) retransmission attempts in case

number of nodes = 60 / Video application / nodes number of nodes = 60 / Video application /

of nodes = 60 / Video application / nodes were
were posited gridly. nodes were posited gridly. posited gridly.

Figure (96) routing traffic received in case Figure (97) routing traffic sent in case number
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Figure (98) Total number of quadrant changes in
case number of nodes = 60 / Video application / number of nodes = 60 / Video application / of nodes = 60 / Video application / nodes were
nodes were posited gridly. nodes were posited gridly. posited gridly.
Table (17) Performance of geographical routing protocol in terms of wireless local area network (WLAN) standards in case number of nodes = 60 /
Video application / nodes were posited gridly.

Figure (99) Total traffic received in case Figure (100) Total traffic sent in case number

Video Application
large network / number of nodes = 60
Routing
Node placement throughput delay load retransmission attempts
protocols
- Aver.

GRP Grid 3409739.486 0.004511236 | 423163.353 1.875375082
Table (18) performance of geographical routing protocol in terms of GRP protocol standards in case number of nodes = 60 / video application / nodes
were posited gridly.

Video Application
large network / number of nodes = 60
Routing Node routing traffic routing traffic Total number of Total traffic Total traffic

protocol | placemen received sent quadrant changes received sent
. Aver.
GRP Grid 5065.588113 630.6074377 1.691762655 5065.58811 | 630.607437

Figures (101), (102), (103), (104) show wireless local area network (WLAN) standards in case number of
nodes = 60 / Email application / nodes were posited gridly. As for figures (105), (106), (107), (108), (109), they
show GRP protocol standards in case number of nodes = 60 / Email application / nodes were posited gridly and
the values in tables (19) and (20) will be explained later.
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Figure (103) load in case number of nodes =
60 / email application / nodes were posited
gridly.

Figure (102) delay in case number of nodes = 60
/ email application / nodes were posited gridly.

Figure (101) throughput in case number of nodes
=60/ email application / nodes were posited
gridly.
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Figure (106) routing traffic sent in case
number of nodes = 60 / email application /
nodes were posited gridly.

Figure (104) retransmission attempts in case
number of nodes = 60 / email application / nodes
were posited gridly.

Figure (105) routing traffic received in case
number of nodes = 60 / email application / nodes
were posited gridly.
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Figure (107) Total number of quadrant changes
in case number of nodes = 60 / email application /
nodes were posited gridly.

Figure (108) Totél traffic received in case
number of nodes = 60 / email application / nodes
were posited gridly.
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Figure (109) Total traffic sent in case
number of nodes = 60 / email application /
nodes were posited gridly.

Table (19) performance of Geographical routing protocol in terms of wireless local area network (WLAN) standards in case number of nodes = 60 /

Email application / nodes were posited gridly.

Email Application

large network / number of nodes = 60
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Routing Node placement
protocol
- Aver.
GRP Grid

throughput delay

load retransmission attempts

3110370.985 0.004291587

380573.4901 1.597809849

Table (20) performance of geographical routing protocol in terms of GRP protocol standards in case number of nodes = 60 / Email application / nodes

were posited gridly.

Email Application

large network / number of nodes = 60

Routing Node routing_trafﬁc routing traffic sent Total number of Total t_raffic Total traffic sent
pl‘OtOCOl placement received quadrant changes received
- Aver.
GRP Grid 4636.767712 567.9074655 1.652617757 4636.767712 567.9074655

Figures (110), (111), (112), (113) show wireless local area network (WLAN) standards in case number of
nodes = 60 / FTP application / nodes were posited gridly. Figures (114), (115), (116), (117), (118) show GRP
protocol standards in case number of nodes = 60 / FTP application / nodes were posited gridly and the values in

tables (21) and (22) will be explained later.
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Figure (110) throughput in case number of
nodes = 60/ FTP application / nodes were
posited gridly.

Figure (113) retrainsmission attempts in case
number of nodes = 60 / FTP application /
nodes were posited gridly.
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Figure (116) Total number of quadrant
changes in case number of nodes = 60/ FTP

application / nodes were posited gridly.
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Figure (111) deléy in case number of nodes = 60
/ FTP application / nodes were posited gridly.
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Figure (114) routing traffic received in case
number of nodes = 60 / FTP application / nodes
were posited gridly.
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Figure (117) Total traffic received in case
number of nodes = 60/ FTP application / nodes
were posited gridly.
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Figure (112) load in- case number of nodes = 60 /
FTP application / nodes were posited gridly.
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Figure (115) routing traffic sent in case number
of nodes = 60 / FTP application / nodes were
posited gridly.
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Figure (118) Total traffic sent in case number of
nodes =60/ FTP application / nodes were
posited gridly.

Table (21) performance of geographical routing protocol in terms of wireless local area network (WLAN) standards in case number of nodes = 60 / FTP

application / nodes were posited gridly.

FTP Application

large network / number of nodes = 60

Routing Node
throughput delay load retransmission attempts
protocols placement
- Aver.
GRP Grid 3340292.183 0.004685146 404581.1675 2.0640833

Table (22) performance of geographicalrouting routing protocol in terms of GRP standards in case number of nodes = 60 / FTP application / nodes

were posited gridly.

FTP Application

large network / number of nodes = 60

Routing Node routing traffic Total number of Total traffic
protocols placement received routing traffic sent quadrant changes received Total traffic sent
Aver.
GRP Grid 4971.614682 603.4113288 1.584358887 4971.614682 603.4113288

Figures (119), (120), (121), (122) show wireless local area network (WLAN) standards in case number of
nodes = 60 / HTTP application / nodes were posited gridly. Figures (123), (124), (125), (126), (127) show GRP
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protocol standards in case number of nodes = 60 / HTTP application / nodes were posited gridly and the values
in tables (23) and (24) will be explained later.
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Figure (119) throughput in case number of nodes  Figure (120) delay in case number of nodes = 60 Figure (121) load in case number of nodes =

=60/HTTP application / nodes were posited /HTTP application / nodes were posited gridly. 60/ HTTP application / nodes were posited
gridly. gridly.

s Frorrer P 4 Y i
Figure (122) retransmission attempts in case Figure (123) routing traffic received in case Figure (124) routing traffic sent in case
number of nodes =60/ HTTP application / number of nodes = 60 / HTTP application / number of nodes = 60 / HTTP application /

nodes were posited gridly. nodes were posited gridly. nodes were posited gridly.
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Figure (125) Total number of quadrant changes Figure (126) Total traffic received in case Figure (127) Total traffic sent in case number
in case number of nodes = 60/ HTTP number of nodes =60/ HTTP application / of nodes =60/ HTTP application / nodes were
application / nodes were posited gridly. nodes were posited gridly. posited gridly.

Table (23) performance of geographical routing protocol in terms of wireless local area network (WLAN) standards in case number of nodes = 60 /
HTTP application / nodes were posited gridly.

HTTP Application
large network / number of nodes = 60
Routing
Node placement throughput delay load retransmission attempts
protocols
- Aver.
GRP Grid 3089420.003 0.004082587 398506.881 1.25531215
Table (24) performance of geographical routing protocol in terms of GRP standards in case number of nodes = 60 / HTTP application / nodes were
posited gridly.
HTTP Application
large network / number of nodes = 60
Routing Node routing traffic routing traffic sent Total number of Total traffic received Total traffic sent
protocols | placement received quadrant changes
- Aver.
GRP Grid 4596.252393 594.2638895 1.727450149 4596.252393 594.2638895

Figures (128), (129), (130), (131) show wireless local area network (WLAN) standards in case number of
nodes = 60 / Voice application / nodes were posited gridly. As for the figures (132), (133), (134), (135), (136),
they show GRP protocol standards in case number of nodes = 60 / VVoice application / nodes were posited gridly.

The values in tables (25) and (26) will be explained later.
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Figure (128) throughput in case number of Figure (129) delay in case number of Figure (130) load in case number of nodes = 60 /
nodes = 60 / Voice application / nodes were nodes = 60 / Voice application / nodes were Voice application / nodes were posited gridly.
posited gridly. posited gridly.
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Figure (131) retransmission attempts in case Figure (132) routing traffic received in case Figure (133) roruting traffic sent in case
number of nodes = 60 / Voice application / nodes number of nodes = 60 / VVoice application / nodes number of nodes = 60 / Voice application /
were posited gridly. were posited gridly. nodes were posited gridly.
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Figure (134) Total number of quadrant changes in Figure (135) Total traffic received in case Figure (136) Total traffic sent in case number
case number of nodes = 60/ VVoice application/ number of nodes = 60 / Voice application / of nodes = 60 / Voice application / nodes were
nodes were posited gridly. nodes were posited gridly. posited gridly.

Table (25) performance of geographical routing protocol in terms of wireless local area network (WLAN) standards in case number of nodes = 60 /
Voice application / nodes were posited gridly.

Voice Application

large network / number of nodes = 60

Routing Node placement .
protocols P throughput delay load retransmission attempts
Aver.
GRP Grid 3291154.995 0.004230776 | 411550.187 1.606940154

Table (26) performance of geographical routing protocol in terms of GRP protocol standards in case number of nodes = 60 / Voice application / nodes
were posited gridly.

Voice Application
large network / number of nodes = 60

Routing Node routing traffic routing traffic Total number of Total traffic Total traffic
pl’OtOCOlS placement received sent quadrant changes received sent
- Aver.
GRP Grid 4892.929994 613.4272241 1496575309 | 4892.929994 | 613.4272241

4.3. Study And Comparison Effect Increasing Number OF Nodes ON Performance OF Geographical

Routing Protocol In a Small Network Consists OF 30 Mobile Nodes In Case Grid Node Placement Model
And Between Its Performance In a Large Network Consists OF 60 Mobile Nodes In Case Grid Node
Placement Model Also In Terms OF Wireless Local area Network (WLAN) Standards And GRP
Standards With Various Traffic Loads.

Figures (137), (138), (139), (140) show wireless local area network (WLAN) standards in case number of
nodes = 30 and number of nodes = 60 / Database application / nodes were posited gridly. Figures (141), (142),
(143), (144), (145) show GRP protocol standards in case number of nodes = 30 and number of nodes = 60 /
Database application / nodes were posited gridly. The values in tables (27) and (28) will be explained later.
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Figure (137) throughput in case number Figure (138) delay in case number Figure (139) load in case number
Of nodes =30 and 60 / database application Of nodes =30 and 60 / database application Of nodes =30 and 60 / database application
/ nodes were posited gridly. / nodes were posited gridly. / nodes were posited gridly.
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Figure (140) retransmission attempts in case Figure (141) routing traffic received in case Number  Figure (142) routing traffic sent in case number
number Of nodes =30 and 60 / database Of nodes =30 and 60 / database application Of nodes =30 and 60 / database application
application/ nodes were posited gridly. / nodes were posited gridly. / nodes were posited gridly.
ﬂ:"‘,‘-‘:',—".'.“‘t==:>=_-_-_—--————:=: ~ = R e l 7:‘7',‘,‘:31. : i‘,.‘ ‘.; feseemeeasuyrpessrpemny
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Figure (143) Total number of quadrant Figure (144) Total traffic received in case number Figure (145) Total traffic sent in case number
changes In case number Of nodes =30 and 60 / Of nodes =30 and 60 / database application Of nodes =30 and 60 / database application
database application / nodes were posited / nodes were posited gridly. / nodes were posited gridly.
gridly.

Table (27) Comparison performance of geographic routing protocol in terms of wireless local area network (WLAN) standards in case number of nodes
=30 and number of nodes = 60 and nodes were posited gridly, but for Database application

| Database Application
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Routing Node Number of throughput delay load retransmission
protocols | placement Nodes attempts
30 365189.4723 0.001562024 83471.07961 1.558959768
GRP Grid 60 Aver. 3284576.884 0.004535724 411031.1392 2.159905728

Table (28) Comparison performance of geographic routing protocol in terms of GRP protocol standards in case number of nodes = 30 and number of
nodes = 60 and nodes were posited gridly, but for Database application

Database Application

Routing Node Number of routing traffic | routing traffic | 10tal number Total traffic Total traffic
protocols | placement Nodes received sent of quadrant received sent
changes
30 Aver 548.8893599 127.2520942 1.20782677 548.8893599 127.2520942
GRP Grid 60 4884.322906 612.7666052 1.562512408 4884.322906 612.7666052

Figures (146), (147), (148), (149) show wireless local area network (WLAN) standards in case number of
nodes = 30 and number of nodes = 60 / video application / nodes were posited gridly. Figures (150), (151),
(152), (153), (154) show GRP protocol standards in case number of nodes = 30 and number of nodes = 60 /

video application / nodes were posited gridly. The v.
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Figure (146) throughput in case number
Of nodes =30 and 60 / Video application
/ nodes were posited gridly.
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Figure (149) retransmission attempts in case

number Of nodes =30 and 60 / Video application

/ nodes were posited gridly.
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Figure (152) Total number of quadrant changes
in case number Of nodes =30 and 60 / Video
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Figure (147) delay in case number
Of nodes =30 and 60 / Video application
/ nodes were posited gridly.
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Figure (150) routing tfaffic received in case number
Of nodes =30 and 60 / Video application
/ nodes were posited gridly.
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Figure (153) Total traffic received in case number
Of nodes =30 and 60 / Video application

alues in tables (29) and (30) will be explained later.
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Figure (148) load in case number
Of nodes =30 and 60/ Video application
/ nodes were posited gridly.
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Figure (151) routing traffic sent in case number
Of nodes =30 and 60 / Video application
/ nodes were posited gridly.
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Figure (154) Total traffic sent in case number
Of nodes =30 and 60 / Video application

application / nodes were posited gridly.

/ nodes were posited gridly.

/ nodes were posited gridly.

Table (29) Comparison performance of geographical routing protocol in terms of wireless local area network (WLAN) standards in case number of
nodes = 30 and number of nodes = 60 and nodes were posited gridly, but for video application

Video Application
Routing Node Number of retransmission
protocol placement Nodes throughput delay load attempts
30 393959.3091 0.00161614 89548.20024 1.537697866
GRP Grid 60 Aver. 3409739.486 0.004511236 423163.3535 1.875375082

Table (30) Comparison performance of geographical routing protocol in terms of GRP protocol standards in case number of nodes = 30 and number of
nodes = 60 and nodes were posited gridly, but for video application

Video Application
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i Number
Routing Node f routing traffic routing traffic Total number of Total traffic
protocols | placement 0 received sent quadrant changes received Total traffic sent
Nodes
30 A 589.4361489 136.1829388 1.204014082 589.4361489 136.1829388
Ver.
GRP Grid 60 5065.588113 630.6074377 1.691762655 5065.588113 630.6074377

Figures (155), (156), (157), (158) show wireless local area network (WLAN) standards in case number of
nodes = 30 and number of nodes = 60 / Email application / nodes were posited gridly. Figures (159), (160),
(161), (162), (163) show GRP protocol standards in case number of nodes = 30 and number of nodes = 60 /
Emall appllcatlon / nodes were posited grldly and the values in tables (31) and (32) will be explalned later.
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Figure (155) throughput in case number

Of nodes =30 and 60 / email application
/ nodes were posited gridly.
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Figure (156) delay in case number
Of nodes =30 and 60 / email application
/ nodes were posited gridly.
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Figure (157) load in case number
Of nodes =30 and 60 / email application
/ nodes were posned gridly.
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Figure (159) routing iraﬁic received in case
number Of nodes =30 and 60 / email application
/ nodes were posited gridly.

Figure (158) retransmission attempts in case
number Of nodes =30 and 60 / email application
/ nodes were p05|ted gridly.

Figure (160) routing traffic sent in case number
Of nodes =30 and 60 / email application
/ nodes were posited gridly.
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Figure (161) Total number of quadrant changes Figure (163) Total traffic sent in case number

in case number Of nodes =30 and 60 / email number Of nodes =30 and 60 / email application Of nodes =30 and 60 / email application
application / nodes were posited gridly. / nodes were posited gridly. / nodes were posited gridly.

Table (31) Comparison performance of geographical routing protocol in terms of wireless local area network (WLAN) standards in case number of

nodes = 30 and _number of nodes = 60 and nodes were posited gridly, but for email application
email Application

Figure (162) Total traffic received in case

Routing Node Number o
pI’OtOC0|S placement of Nodes throughput delay load retransmission attempts
30 359644.1774 0.001541036 82350.14335 1.54420752
GRP Grid 60 Aver. 3110370.985 0.004291587 380573.4901 1.597809849

Table (32) Comparison performance of geographical routing protocol in terms of GRP protocol standards in case of number of nodes = 30 and number
of nodes = 60 and nodes were posited gridly, but for Email application

email Application

: Number Total number of
Routing Node f routing traffic routing traffic quadrant Total traffic Total traffic
protocols placement 0 received sent changes received sent
Nodes
30 A 540.2192003 125.6034812 1.189466733 540.2192003 125.6034812
GRP Grid Ver.
60 4636.767712 567.9074655 1.652617757 4636.767712 567.9074655

Figures (164), (165), (166), (167) show wireless local area network (WLAN) standards in case number of
nodes = 30 and number of nodes = 60 / FTP application / nodes were posited gridly . Figures (168), (169), (170),
(171), (172) show GRP protocol standards in case number of nodes = 30 and number of nodes = 60 / FTP
appllcatlon / nodes were posited gridly. The values in tables (33) and (34) will be explalned later.
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Figure (164) throughput in case number
Of nodes =30 and 60 / FTP application
/ nodes were posited gridly.
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Figure (167) retransmission éttempts in case
number Of nodes =30 and 60/ FTP application
/ nodes were posited gridly.

et |
4

{

Ce———
s |
— |

e
e ——— LU | |

— ' !
Figure (170) Total number of quadrant changes
in case number Of nodes =30 and 60 / FTP

application / nodes were posited gridly.

Figure (165) delay in case number
Of nodes =30 and 60 / FTP application
/ nodes were posited gridly.

Figure (168) routing traffic received in case
number Of nodes =30 and 60 / FTP application
/ nodes were posited gridly.
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Figure (171) Total traffic received in case
number Of nodes =30 and 60 / FTP application
/ nodes were posited gridly.

Figure (166) load in case number
Of nodes =30 and 60 / FTP application
/ nodes were posited gridly.
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Figure (169) routing traffic sent in case
number Of nodes =30 and 60 / FTP application
/ nodes were posited gridly.
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Figure (172) Total traffic sent in case
number Of nodes =30 and 60 / FTP application
/ nodes were posited gridly.

Table (33) Comparison performance of geographical routing protocol in terms of wireless local area network (WLAN) standards in case number of

nodes = 30 and number of nodes = 60 and nodes were posited gridly, but for FTP application

FTP_Application

Routing Node Number
protocols | placement | of Nodes
30
GRP Grid 60

throughput delay load retransmission attempts
Aver 396674.5529 0.001629747 89921.00775 1.56570281
3340292.183 0.004685146 404581.1675 2.0640833

Table (34) Comparison performance of geographical routing protocol in terms of GRP protocol standards in case number of nodes =
30 and number of nodes = 60 and nodes were posited gridly, but for FTP application

FTP Application

: Number Total number of
Routing Node f routing traffic routing traffic quadrant Total traffic Total traffic
protocols placement 0 received sent changes received sent
Nodes
30 A 593.508278 136.7252864 1.195731568 593.508278 136.7252864
ver
GRP Grid 60 4971.614682 603.4113288 1.584358887 4971.614682 603.4113288

Figures (173), (174), (175), (176) show wireless local area network (WLAN) standards in case number
of nodes = 30 and number of nodes = 60 / HTTP application / nodes were posited gridly. As for figures (177) ),
(178), (179), (180), (181) that show GRP protocol standards in case number of nodes = 30 and number of
nodes = 60 / HTTP application / nodes were posited gridly and the values found in tables (35) and (36) and will

be explained later.
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Figure (173) throughput in case number
Of nodes =30 and 60 / HTTP application
/ nodes were posited gridly.
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Figure (176) retransmission attempts in case

number Of nodes =30 and 60 / HTTP application

/ nodes were posited gridly.
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Figure (174) del

ay in case number

Of nodes =30 and 60 / HTTP application
/ nodes were posited gridly.

]

BT

VI22UTLTE oAl (T AT

Figure (177) routing traffic réceived in case
number Of nodes =30 and 60 / HTTP application
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Figure (175) load in case number
Of nodes =30 and 60/ HTTP application

/ nodes were posited gridly.
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Figure (178) routing traffic sent in case

number Of nodes =30 and 60 / HTTP application

/ nodes were posited gridly.
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Figure (179) Total number of quadrant changes Figure (180) Total traffic received in case Figure (181) Total traffic sent in case

in case number Of nodes =30 and 60/ HTTP number Of nodes =30 and 60 / HTTP application  number Of nodes =30 and 60 / HTTP application
application / nodes were posited gridly. / nodes were posited gridly. / nodes were posited gridly.

Table (35) Comparison performance of geographical routing protocol in terms of wireless local area network (WLAN) standards in case number of

nodes = 30 and number of nodes = 60 and nodes were posited gridly, but for HTTP application

HTTP Application
Routing Node Number of o
pl’OtOCOlS placement Nodes throughput delay load retransmission attempts
30 401628.1602 0.001463447 88057.18879 2.188215471
GRP Grid 60 Aver. 3089420.003 0.004082587 398506.881 1.25531215

Table (36) Comparison performance of geographical routing protocol in terms of GRP protocol standards in case number of nodes = 30 and number of
nodes = 60 and nodes were posited gridly, but for HTTP application

HTTP Application
Routing Node Number routing traffic routing traffic TOtaqu;gr:::ir of Total traffic Total traffic
protocols placement of received sent changes received sent
Nodes
30 A 603.0289283 134.0072644 1.276149085 603.0289283 | 134.0072644
Ver.
GRP Grid 60 4596.252393 594.2638895 1.727450149 4596.252393 | 594.2638895

Figures (182), (183), (184), (185) show wireless local area network (WLAN) standards in case number of
nodes = 30 and number of nodes = 60 / Voice application / nodes were posited gridly. As for figures (186),
(187), (188), (189), (190), so GRP protocol standards were shown in case number of nodes = 30 and humber of
nodes = 60 / VVoice application / nodes were posited gridly. Tables (37) and (38) and will be explained later.
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Figure (182) throughput in case number
Of nodes =30 and 60 / Voice application
/ nodes were posited gridly.

Figure (185) retransmission attempts in case
number Of nodes =30 and 60 / Voice application
/ nodes were posited gridly.

Figure (188) Total ﬁumber of quadrant changes
in case number Of nodes =30 and 60 / Voice
application / nodes were posited gridly.
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Figure (183) délay in case number
Of nodes =30 and 60 / Voice application
/ nodes were posited gridly.

Figure (186) routiné traffic received in case
number Of nodes =30 and 60 / Voice application
/ nodes were posited gridly.
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Figure (189) Total traffic received in case
number Of nodes =30 and 60 / Voice application
/ nodes were posited gridly.
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Figure (184) load in case number
Of nodes =30 and 60 / VVoice application
/ nodes were posited gridly.

Figure (187) routi—ng traffic sent in case
number Of nodes =30 and 60 / VVoice application
/ nodes were posited gridly.
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Figure (190) Total traffic sent in case

> number Of nodes =30 and 60 / VVoice application

/ nodes were posited gridly.

Table (37) Comparison performance of geographical routing protocol in terms of wireless local area network (WLAN) standards in case number of
nodes = 30 and number of nodes = 60 and nodes were posited gridly , but for voice application

Voice Application

Routing Node Number of retransmission
protocols placement Nodes throughput delay load attempts
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GRP

Grid

30

60

374507.9804

0.001638581

84574.50315

0.913457202

3291154.995

0.004230776

411550.1878

1.606940154

Aver.

Table (38) Comparison performance of geographical routing protocol in terms of GRP protocol standards in case number of nodes = 30 and number
of nodes = 60 and nodes were posited gridly, but for voice application

Voice Application

Routing Node Number routing traffic routing traffic TOtZLZZ?;iir of Total traffic Total traffic
protocols | placement of received sent changes received sent
Nodes
30 A 562.2731201 128.8839542 1.169510764 562.2731201 128.8839542
Ver.
GRP Grid 60 4892.929994 613.4272241 1.496575309 4892.929994 613.4272241

We note from (27), (29), (31), (33), (35), (37) tables that all parameters of wireless local area network
(throughput, delay, load, retransmission attempts) in case number of nodes = 60 mobile nodes, much higher than
their values, in case number of nodes was 30 nodes for applications (Database, Video, Email, FTP, HTTP,
Voice) and nodes were posited gridly except retransmission attempts parameter for HTTP application in Table
(35) as its value in case number of nodes was 30 nodes was much higher than its value in case number of nodes
was 60 nodes and as well as for was in case GRP routing protocol standards (routing traffic received, routing
traffic sent, Total number of quadrant changes, Total traffic received, Total traffic sent) where we note from
(28), (30), (32), (34), (36), (38) tables that all GRP protocol parameters in case number of nodes = 60 mobile
nodes were much higher than their values in case number of nodes was 30 nodes for applications (Database,
Video, Email, FTP, HTTP, Voice) and nodes were posited gridly .

5. CONCLUSION

In the first part of this article, performance of geographical routing protocol was evaluated in case grid node
placement model with different traffic loads (Database, Video Email, FTP, HTTP, Voice) respectively in a small
network consists of 30 mobile nodes where network size was 1000x1000m in terms of wireless local area
network (WLAN) standards and GRP routing protocol standards. As for the second part of the article,
performance of geographical routing protocol was evaluated in case grid node placement model with different
traffic loads (Database, Video Email, FTP, HTTP, Voice) respectively in a large network consists of 60 mobile
nodes where network size was also 1000x1000m in terms of WLAN standards and GRP routing protocol
standards. As for the last and most important part of the article, effect increasing number of nodes on
performance of geographical routing routing protocol with different traffic loads in a large network and in a
small network in case grid node placement model in terms of wireless local area network (WLAN) standards and
GRP protocol standards where network size, whether network was large (number of nodes was large) or small,
was 1000x1000m .As it was found that when number of nodes increased with geographical routing protocol, all
values of wireless local area network (WLAN) standards and GRP routing protocol standards in case number of
nodes = 60 mobile nodes were much higher than their values if number of nodes was 30 nodes for applications
(Database, Video, Email, FTP, HTTP, Voice) and nodes were posited gridly, except retransmission attempts
parameter for HTTP application in Table (35), as its value in case number of nodes was 30 nodes was much
higher than its value if number of nodes was 60 nodes.

6. FUTURE WORKS

In the future, we can think of studying effect increasing number of nodes by comparing performance of
geographical routing protocol in case circular node placement for 30 mobile nodes and between its performance
when increasing number of nodes in case circular node placement to become 60 mobile nodes with using same
network size with different traffic loads (Database, Video Email, FTP, HTTP, Voice) respectively in terms of
WLAN standards and GRP standards using OPNET 14.5 network simulator.
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