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ABSTRACT

Controlled Natural Languages (CNL) are a subset of natural languages with specific rules and vocabulary that aim to make
communication clearer and more precise. Existing CNLs have been used for different purposes such as knowledge
representation, interface language to the semantic web, translated and original English documents, etc. So far, many CNLs have
been developed for Western languages, especially English, but no concrete CNL has yet been proposed for Arabic. In this
paper, we introduce resources such as corpus and rules that help developing an Arabic CNL. We built an ACL corpus for
Arabic from textbooks and websites dedicated to teach kids. We could extract in this first version of ACL 52 grammar rules and
551 sentences. We then encoded our ACL corpus using TEI format. Finally, and as a first use of our ACL, we developed and
ACL syntactic checker that checks sentences according to ACL rules. Experiments have been conducted on three sets of

sentences and showed an accuracy of 99.6% which is, for a first version, an excellent result.
Keywords: - Controlled Natural Language, Arabic CNL, ACL, ACL checker, Arabic CNL Checker, Arabic Corpus, and TEI.

. INTRODUCTION

Controlled natural languages (CNLs) are a subset of natural
languages that have specific rules and a specific vocabulary.
In addition, they aim to be easily understood by both humans
and computers. CNLs have been used for knowledge
representation [1], interface language to the semantic web [2],
translated and original English documents [3], and so on.
Many CNLs have been developed for Western languages such
as English [4], French [5] and German [6]. However, only one
Controlled Language has been proposed for Arabic and aims
to Authoring Ontologies [7] and three is no other proposed
CNL for the Arabic language [8].

Traditionally, CNLs fall into two major categories according
to the problem they are supposed to solve: 1) human-oriented
CNLs such as Special English [9], Plain Language [10], CAA
Phraseology [11], SMART Plain English 1 Standard
Language [12] and Easy English [13], and 2) machine-
oriented CNLs such as Attempto Controlled English [14],
PENG or Processable English [15], Common Logic
Controlled Englishz, Gellish [16][17], CLG [6] and INAUT
[5]. According to Huijsen [18] and Kuhn [4], the first category
is not necessarily based on a formal semantic and helps

! http://www.smartny.com/plainenglish.htm
2 http://www.jfsowa.com/clce/specs.htm

improve communication among humans, especially speakers
with different native languages. Whereas the second category
aims to improve (manual, computer-aided, semi-automatic, or
automatic) translation or provide a natural and intuitive
representation for formal notations.

In this paper, we introduce the first CNL for Arabic baptized
Arabic Controlled Language or simply ACL. Obviously,
developing an ACL will help in the design of advanced
natural language services for Arabic users such as machine
translation, more natural interfaces to the semantic web or
more accurate named entity recognition systems [19]. ACL is
designed as a machine-oriented CNL suited for general
purposes and based on formal semantics.

To achieve this goal, we use a two-steps approach consisting
in firstly building necessary resources (rules and corpus) and
then in developing the ACL checker that syntactically checks
and validates the correctness of texts according to this new
ACL. The remainder of this paper is organized as follows.
Section 2 shows how the proposed ACL is built. Section 3
presents the ACL checker software. Section 4 presents the
conducted experiments as well as the corresponding results
and section 5 concludes this paper.
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Il. RESOURCES FOR DEVELOPING ACL

Let us recall that a CNL is a subset of a natural language that
needs to be limited in grammar rules and lexicon. The first
step in developing the ACL should then be to define this
subset and to construct a corpus of ACL sentences with their
corresponding grammar.

A. Building the Arabic controlled language corpus

To build the ACL corpus, four textbooks and websites
dedicated to teach Arabic language to kids are used: a) First

grade book, Republic of Sudan 3 (Asees ¥ caall QS
Shasadl), b) Al Jazeera Educational Site? (addaill 5 5 3all 18 54), )
Bella Preparatory School Girls Forum? (4las Y1 Shy dus e s3iie

<), and d) Albahr website® (Jad) W &3 54). Table 1 shows the
sources as well as the number of sentences extracted from
each source.

TABLE 1: SOURCES USED FOR ACL CORPUS

Source Original name | Number of
sentences
extracted from
each source

First grade J Y Caall K 27

book, Republic | olagull &y ) seen

of Sudan

Al Jazeera BYSNIFIIN 79

Educational alaill

Site

Bella Sl Ay (g 33

Preparatory Gl dgalac Y

School Girls

Forum

Albahr ) L) a s 25

Total 164

We use these sources since they begin with low level and easy
grammar rules and vocabulary. From the content of these
sources, we extract 164 sentences and get 76 Arabic grammar
rules which are, for an ACL, a small number. To overcome
this weakness, we extend these sentences with 700 new ones
to get a total number of 864. For each sentence, some filters
have been applied before integrating it in to our corpus. We
firstly check if the suggested sentence is not already in the

3 Extracted in October 3th, 2018 from:
http://rowadaltamayoz.com/files/almanahij/11/Arabicl.pdf

4 Extracted in October 28th, 2018 from:
https://elearning.aljazeera.net/ar

5 Extracted in November 2th, 2018 from:

https://bialabanat.ahlamontada.net/
¢ Extracted in November 5th, 2018 from: https://analbahr.com/

corpus with minor changes. For example, if the sentence " 3ia
NI3& " (“A boy caught a deer”) already exists in the
corpus, then another sentence with the object "sheep” instead
of “deer” would be considered as already integrated in the
corpus and would not be integrated again. Secondly, we set
ourselves the goal that every sentence in our corpus must be
correctly parsed. We then analyze all the sentences using the
two known Arabic syntactic parsers Stanford [20] and
FARASA [21]. After that, a linguistic verification was
engaged on the output of these parsers. Table 2 shows the
results of this step:

TABLE 2: ACL CORPUS CHECKING BY STANFORD AND FARASA

PARSERS
Stanford Parser | Farasa Parser

Pars | Pars | Inco | Cor | Pars | Pars | Inco | Correct

ed ing rrec | rect | ed ing rrec | Parsing

sent | faile |t Pars | sent | faile | t

ence | d Pars | ing |ence |d Pars

S ing S ing

864 | 285 |558 |21 864 | 207 | 62 595
(24 (68.9%)
%)

For clarity, the parsing is considered failed when the parsing
tool reports a technical error as result. When, in contrast, the
parsing succeeds but the result is not correct from a linguistic
point of view, this parsing is then considered as incorrect.

We can notice from table 2 that among 864, Stanford Parser
fails in parsing or incorrectly parses 843 sentences (285 + 558)
and only succeeds in parsing 21 sentences (2.4%), whilst
FARASA fails in parsing or incorrectly parses only 269
sentences (207 + 62) and succeeds in parsing 595 sentences
(68.9%).

Farasa is then the parser tool we choose because it gives better

results’. While analyzing these 595 sentences using Farasa, 52
different grammar rules have been extracted and, compared to
other CNLs [8], it is enough to build a first version of the

ACL. Table 3 presents an overview of these rules® with a
code (used as rule reference) and the number of sentences for
each rule. The used abbreviations, such as < z ,o« z, are
explained in table 4.

TABLE 3: OVERVIEW OF THE ACL RULES WITH THE NUMBER OF
SENTENCES PER RULE

# of
sentences

Rule | FARASA

code | Parsing Rule

7See Appendix B for all ACL rules using the FARASA syntactical
output format.
8 See Appendix A for the whole list of rules.

ISSN: 2347-8578

www.ijcstjournal.org

Page 50



http://www.ijcstjournal.org/
http://rowadaltamayoz.com/files/almanahij/11/Arabic1.pdf
https://elearning.aljazeera.net/ar
https://bialabanat.ahlamontada.net/
https://analbahr.com/

International Journal of Computer Science Trends and Technology (1JCST) — Volume 9 Issue 6, Nov-Dec 2021

(TOP (S
(NP ‘
(PRON)) | pul)lise) &
(NP +($JL§J
L1 T (NOUN) | +(osia) 19
(ADJ)) | ((Rm)s
(PUNC))
)
(TOP (S
(VP (V)
(NP +dai)
6.1 (DET+NO | <ime pul)deld 31
UN))) (e
(PUNC))
)
(TOP (S
(VP (V)
(NP d
6.8 (NOUN) | smul)delétdai)s | 18
)) (=
(PUNC))
)
(TOP (S
(VP (V)
(NP .
(DET+NO | - L\ s
71 | UN) ) el dnd) 27
Jsade H(Jb i me
(DET+NO L N
(PUNC))
)
TABLE 4: ABBREVIATIONS MEANING
- Meaning . .
Abbreviation in Arabic EnglishTranslation
S dran) dlea Noun Phrase
<z Al Alas Verb Phrase
S dles 40 Phrase
_— Interrogative
| ) dlea
e pelinl Aea | ontence
. Detached - or
R " .. independent
pronoun
e U Jale yea | attached pronoun
L . " .| hidden pronoun
pea =g pa | fles e

To understand the structure of these rules, let us consider the
rule 6.8:

(((pe o) Jebrded) o ) / (TOP (S (VP
(NOUN))) (PUNC)))

(V) (NP

This rule means that the sentence is a verb phrase (< z) / (VP)
and is made of a verb "J=" / (V) followed by a subject “Jel&”/

(NOUN) as a proper noun or a named entity "ale ", For
instance, the sentence ".Js Cad " (Khaled has gone) follows
this rule since the word "<a3" (has gone) is a verb and is
followed by "™ (Khaled) which is a proper noun/named

entity.

As we can notice from Table 3, some rules are covered by
more sentences than others. For instance, rules 6.1 or 7.1 are
respectively covered with 31 and 27 sentences whilst the rule
1.1 is only covered by 19 sentences. This is due to the fact that
these rules are the simplest ones for creating verbal sentences,
that is why most of sentences belong to these rules. Figure 1

highlights the number of sentences per rule?. According to
these statistics, the average number of sentences per rule is

ibdd

35
30
25
il

lll

11

15
10
£

|

L] O | —l .J ]:’“
s 5‘;5'5.«1_«';;;;;'}.]‘4_1
51 S8 3404 -3-5.31_171;1_
14 333333333319577
'13 '1’ ;' '1' :I‘ '11 ;! ;/ ;;’ 111 .: ’ I\:'T’

-

Figure 1. Number of sentences per rule

Now that the sentences are gathered and their corresponding
rules are extracted, the next step consists in building the
corpus using standard encoding to make it easily usable and
sharable with interested researchers.

B. The encoding format of the ACL corpus

For standardization purposes, we choose the TEI standard
encoding format [22]. Other formats could be interesting too,
such as HTML, XML or Open Document Format but TEI
remains the most used in building corpora.

TEI encoding format is an international project developed in
1988. It is also used as data storage and modeling systems
[23]. TEI has been used to markup linguistic corpora such as
GENIA corpus [24] and National Corpus of Polish [25].
Moreover, TEIl is a well-designed and a widely accepted
architecture [24]. Sperberget et al [26] present the main
guidelines for TEI such as 1) the use in interchange between
individuals and research groups using different programs and
computer systems over a broad range of applications, 2)

° Rules covered with less than 5 sentences are rejected.
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providing help to creating texts in electronic form, 3) the
ability to be used for the local storage of text, 4) applicability
to texts in any natural language, of any date, in any literary
genre or text type, without restriction on form or content
software packages requiring different input formats and 5)
usefulness for the creation of electronic texts.

The structure of a TEI file is made of a header and a body.
The header consists of a set of meta data that describe the
corpus, such as the corpus name, the authors, the sources and
further meta data. Figure 2 shows the header of our corpus.

<g>Hoﬁm Salah, Karim Bouzoubaa Mohammed Kasbi, Mohammed
Nasri.</p>
tmt

Figure 2. Header of ACL Corpus

While the header is made of metadata, the body contains rules.
Each rule has a code, a structure and all sentences respecting
that rule. For each sentence, we store an id, the voyelled and
unvowelled text as well as the result of parsing using Farasa.
Figure 3 illustrates the body content of the rule 1.2.

- <Rule id="1.2" arebicSyntachiRule="{(le)exi +{1)a +{i2 ) )ire.>
- <5id="1"
<spuree> s1</sourie>
<umonelledTe vigs dawn 3, fumomelledTed>
<ynyelledText>ied i b, <fvoyelledText>
farzsaParse>(TOP (S (NP (PRON :2)) (NP (NOUN iass) (AD): £))
(PUNC.))) </farasaParser>

<f

Figure 3. Body contentof the Rulel.2

These two steps have been applied to the whole 52 rules and
551 sentences and allowed creating an ACL corpus that
contains grammar rules and sentences. In the next step, we
provide a computing software we call ACL checker that
checks whether a given Arabic sentence is accepted or not by
our ACL.

1.  THEACL CHECKER

The main idea behind the ACL checker is to check whether an
input sentence respects or not the ACL rules. To perform this,
the checker parses the input sentence using Farasa Arabic
parser, extracts the grammar rule, and then compares it with
all ACL rules.

Figure 4 gives an overview of the ACL checker architecture.
First, the user inputs a sentence that is passed to Farasa, which
parses it and returns the corresponding syntactic tree
(syntactic structures). The checker finally compares this
structure with all ACL syntactic structures (see Appendix A).
If the rule matches any of the existing rules, the sentence is
then considered as covered by the ACL rules, otherwise the
input sentence is rejected by the ACL checker.

UL sengence

ACL checker 1

{ v
cavered

Figure 4. Overview of the ACL architecture

We show next the output of two executions of the ACL parser.
In the first one, the system is given the sentence" dsuus o2a
Sx8" translated in English to "This is a big mop.". As
illustrated in Figure 5, the system starts by loading Farasa
parser and loading the ACL rules. It calls then Farasa to parse
the sentence and performs the ACL rules checking. For this
first example, the sentence is covered by the ACL and it
outputs the rule id, the rule and grammar structure.
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Figure 5. Analysis of a sentence covered by ACL

In the second example, we consider the sentence™ xS < S 13a
Qe translated in English to "This is a big and beautiful
mug.". The same steps are executed by FARASA, but for this
example, the rule extracted by FARASA does not match any
ACL rule and then as illustrated in Figure 6, it outputs as
message that the input sentence does not respect any ACL rule.

SENTENCE: Juan)y saad wpd 1 la.

Loading farasa parser..,

Done loading farasa parser

Tt respect ACL rules

Figure 6. Analysis of a sentence not covered by ACL

IV. EXPERIMENTS

Three experiments are conducted concerning our ACL parser.
The first one consists in the starting 551 sentences of our
corpus. In the second, we focus on 30 incorrect sentences
according to ACL rules, whilst in the third and last experiment,
we use 200 correct sentences according to ACL rules, but with
a different vocabulary than that of our corpus. Details about
these experiments are provided in what follows.

Firstly, let’s recall our reason for doing the first experiment It
is noteworthy that the ACL parser does not use a statistical
approach but is rather a purely rule-based tool. Indeed, the
starting sentences were used to extract rules but the parser did
not use them for learning or any other purpose. These
sentences have been kept in ACL corpus and associated to
their corresponding rules as rules’ samples only. Obviously,
we expect these 551 sentences to be correctly parsed by ACL
parser. That is not to say that the parser already knows them,
but because it knows the grammar rules that cover them. As
result and as expected, all these sentences are successfully
analyzed. Table 5 shows 3 samples of these sentences.

TABLE 5: SAMPLES OF SENTENCES USED IN THE FIRST

EXPERIMENT
ACL
Sentence EAR_ASA ACL Rule Rule
arsing code
(TOP (S
(NP
dawassi | (PRON)) | pul)iie) sz
B (NP (33 11
(Thisisa (NOUN) F(220) 2 '
big mop.) (ADJ)) (M) nd
§PUNC ))
(TOP (S (S
(NP R
IRPIN RN (PRON)) anl) e (3L
QRS (NP Gy (ke
(Thisisa (NOUN))) ¢ +eihe 1.2
pen and that (CONJ) (S ) laiae) e
isabook) | (NP 1)+ (50
” | (PRON)) “‘(‘EJ e :
(NP :
(NOUN)))
(TOP (S
(NP (NP
Wldled | (PRON)) | o) i) o
BYEN (NP anl)da + (3L 13
(Thisapple | (DET+NO | +(dJk i ns '
is red) tJNN(gB IEII;I)P (2o o)
(PUNC).)))

Figure 7 illustrates the analysis performed by the ACL
checker of the sentence “.5_xS Aaues o287 (translated in English
to: This is a big mop). As illustrated, the checker starts with
showing the input sentence. It then loads FARASA parser as
well as the ACL rules. Next, the checker runs the parsing of
the input sentence by FARASA, extracts its syntactic rule.
Finally, and based on this rule, the ACL checker browses its
rules and checks whether this rule is covered or not. In this
case, the rule is covered and its details is displayed (id, rule in
Arabic and grammar rule).
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Figures 7. Analysis of the sentence “3_:S 4auies s38” by ACL
checker

It is worth mentioning that during the verification, 27% of the
sentences give more than one rule. This is a natural behavior
since these sentences are recognized in one hand by the corpus
rules, but also with another rule although it was not included
in the corpus. Table 6 shows samples of these sentences and
figure 8 illustrates this behavior when analyzing the first
sentence “lkll = translated to English as “The student
succeeded”.10

TABLE 6: SAMPLES OF SENTENCES THAT GIVE MORE THAN ONE
SYNTACTIC RESULT

FARAS | ACL ACL
Sentence | A structur | ACL rule | rule
Parsing | e code
. TOP (S +2d) s -
=, | | TR | S e
R &) (NP (NP (Db G
(DET+N -
(The OUN (DET+N | +d=d)az
student ALLl))) OUN))) | «ib 102
succeede (.PUN C) (PUNC.) | aw)delal :
Juall 323 | (TOP(S | (TOP(S | +dxé)<iz
Jazll (VP (V (VP (V) | auh)deld
O slaia ) (NP | (NP (U G e 24
(DET+N | (DET+N | pul)as Jnéa '
(The OUN OUN) +(Jb e
workers | Jlesd)) (DET+N | ((chi)d

10 Appendix C lists all ACL rules that can be confusing

do the (DET+N | OUN) +dad)a z
work OUN (ADJ))) | ahdeld
cooperati | Jaall) (PUNC.) | +(db e
vely.) (ADJ ) Js2ie
i slaia))) o) 14 8.1
(PUNC)) H(Jb e
) B
pl)24
(s
+dad)s 2
(TOP(S | (TOP (S | ahydeld
(VP (V (VP (V) AS 5 H(ple
«a) (NP (NP +sliaa 6.11
Biels (NOUN (NOUN) | <lae
At 1)) (NP (NP o)l
(NOUN (NOUN) | .((=-
(Zaid o) (NP | (NP +2d)s ~
himself (PRON (PRON)) | pul)detd
came.) | 2))))) ) Jsnia H(le
(PUNC.) | (PUNC.) | +<ibmaa 7.8
) ) ——
o))
(=

As we notice in Figure 8, FARASA parser extracts 2 syntactic
rules, that the ACL checker maps to two ACL rules. At this
stage, the checker does not choose between them and outputs
both of them as a result.
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Figure 8. The syntactic parsing of the sentence "lUall st

In the second experiment, we focus on 30 incorrect ACL
sentences. This allows to ensure that the checker accepts only
ACL rules and rejects the others. Table 7 gives examples of
those sentences alongside their non-ACL rules. The result is
that none of them are accepted by the checker.

TABLE 7: EXAMPLES OF SENTENCES USED IN THE SECOND
EXPERIMENT

Sentence

dreaas S S In
(This is a big and
beautiful mug.)

FARASA Parsing

(TOP (S(NP (PRON)) (NP
(NOUN) (NP (ADJ) (CONJ)
(NOUN))) (PUNC)))

@ palll el S (TOP (S(VP (V) (NP

ol (DET+NOUN)

(The cat ate meat | (DET+NOUN ) ) (PP (PREP)
at home.) (NP (DET+NOUN))))

(PUNC)))
(TOP (S (VP (V+PRON ) (VP
(V) (PP (PREP) (NP

Sl o

PPN

(Samar went in (DET+NOUN)
the red car.) (DET+NOUN)))))
(PUNC)))

Figure 9 shows the analysis of one not covered sentence. As
we notice, Farasa performs its analysis, and since the returned
rule is not covered by ACL rules, this sentence is rejected and
considered as not respecting ACL rules.

Sentence: Jaa>p iasS s |l
Loading farasa parser...

Done loading farasa paraser
ACL

loading A

Loading rules. ..

Done L ruleas
Farasa proceas...

Done .
Numbex rules: 1
Numbe =
Farasa Done

sentences with misaing
f missing rules: 2

This sentence does not respect ACL rules

Figure 9. The syntactic parsing of the sentence " xS S 13a
e s"

In the third and final experiment, we use 200 sentences which
are, from a linguistic point of view, covered by ACL rules.
The only difference is that these sentences use a vocabulary
not covered by the corpus. Table 8 shows some examples of
this kind of sentences.

TABLE 8: EXAMPLES OF SENTENCES USED IN THE THIRD
EXPERIMENT

s FARASA ACL ACL
entence Parsing Rule Rule
Code
(TOP (S (NP i
»Szlbie ) | (PRON)) (NP :‘? o )&
(This is abig | (NOUN) e BT
key) (ADJ)) (259
(PUNC))) ()
)i
ellyy J&, s | (TOP (S (S (NP ()
i (PRON)) (NP | i) 52
(Thisis an (NOUN))) Caa (ke
orange and (CONJ) (S (NP z +oihe 1.2
that is a (PRON)) (NP | mul)iisa) s
grape) (NOUN))) +(313)
(PUNC))) pul) R
(TOP (S (NP (NP '((\U‘\h )
L gadl o ) M) 2
f“*j.‘ . (PRON)) (NP | + (.t
.(fl'ﬁ*i:emon (DET*NOUN ) ) | omepl)d | 1.3
areeny | ) (ADIP (ADD)) | e +(
(PUNC))) (2

In this last experiment, the parser succeeds in parsing 197 out
of 200 and fails in only 3. Although 3 is a low rate (1.5%), its
analysis shows that the problem concerns some confusing
vocabulary. For example, the analysis by FARASA of the
sentence "3 bl jew Cuad" translated in English to “Samar left
by car” gives the rule (Verb-Verb-PREP-Noun) instead of
(Verb-Noun-PREP-Noun) due to the confusing word "_eu"
(Samar). Indeed, this word has various meanings; it means a
first name of a girl (Samar) or the action to stay awake late at
night talking to someone. At the end, although this example is
correct in Arabic and has a clear and unambiguous meaning,
its syntactic interpretation as (Verb-Verb- PREP-Noun) is not
covered by ACL. Consequently, a disambiguation process
based on semantic constraints is necessary to eliminate such
interpretations.

TABLE9.SUMMARY OF THE EXPERIMENTS

Experiment # of Resulta | %
sentences expected

Sentences of the | 551 551 100 %

corpus

Incorrect 30 30 100%

sentences

Correct sentence | 200 197 98.5 %

with unknown

vocabulary

Summary 781 778 99.6%

As a summary, table 9 shows the result of these three
experiments conducted using ACL checker. The ACL parser
is assessed on different types of sentences; initially, on the
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551 sentences of the corpus, then on 30 incorrect sentences
and finally on 200 sentences whose vocabulary is different
from that of the ACL corpus. The bottom line is that 99.6% of
these experiments were successful, which is good enough and
satisfactory for the first version of ACL.

V. CONCLUSIONS AND FUTURE WORKS

This paper introduced the construction of the Arabic
Controlled Language named ACL. In our approach, we started
by building a corpus composed of grammar rules, their
syntactic structures and samples. These rules have been taken
from textbooks and websites dedicated to teaching Arabic
language to kids. This ended up with a corpus of 52 grammar
rules and 551 Arabic sentences. For standardization purposes
and for better reusability, this corpus was formulated using the
standard TEI encoding format.

Furthermore, we provided a tool called ACL checker which
allows to check sentences according to the ACL rules. This
tool is 100% rule-based and doesn’t use statistical models or
machine learning techniques. Three experiments have been
carried out to assess its efficiency and accuracy and the results
were satisfactory for a first version of ACL and its checker.

As future works, we plan to:

e add a semantic component to ACL to extract the
meaning from sentences and formulates it using one
of the knowledge representation formalisms such as
Conceptual Graphs [27][28] or RDF [29][30].

e integrate this work into Amine Platform [31][32] and
SAFAR framework [33] to be able to use it in
conjunction with other complementary modules they
both provide such as semantic reasoning, information
retrieval or machine translation;

e add more rules allowing to cover a wider part of
Arabic and thereby be useful in advanced NLP
systems.
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Appendix

Appendix A: ACL rules with their syntactic
structures

Rule
code

Syntactic structure

11

(TOP (S (NP (PRON)) (NP (NOUN)
(ADJ)) (PUNC)))

(TOP (S (NP (PRON)) (NP (NOUN)
(NOUN)) (PUNC)))

1.2

(TOP (S (S (NP (PRON)) (NP (NOUN)))
(CONJ) (S (NP (PRON)) (NP (NOUN)))
(PUNC)))

(TOP (S (S (NP (PRON)) (ADJP (ADJ)))
(CONJ) (S (NP (PRON)) (NP (NOUN)))
(PUNC)))

(TOP (S (S (NP (PRON)) (VP (V)))
(CONJ) (S (NP (PRON)) (NP (NOUN)))
(PUNC)))

1.3

(TOP (S (NP (NP_(PRON)) (NP
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(DET+NOUN))) (ADJP (ADJ)) (PREP) (NP (DET+NOUN))))
(PUNC))) (PUNC)))
(TOP (S (NP (NP (PRON)) (NP (TOP (S (VP (V) (NP (DET+ADJ)) (PP
(DET+NOUN ) )) (NP (NOUN)) (PREP) (NP (DET+NOUN))))
(PUNC))) (PUNC)))
(TOP (S (NP (DET+NOUN)) (SBAR (TOP (S (VP (V) (NP (DET+NOUN)) (PP
2.1 (WHNP (PART)) (S (VP (V+PRON) (NP 6.3 (PREP) (NP (DET+NOUN ) (CONJ)
(DET+NOUN))))) (PUNC))) (DET+NOUN)))) (PUNC)))
(TOP (S (NP (PRON)) (VP (V+PRON)) (TOP (S (VP (V) (NP (DET+NOUN)
(PUNC))) (NOUN))) (PUNC)))
31 (TOP (S (NP (PRON)) (VP (V) (NP (TOP (S (VP (V) (NP (DET+NOUN )
' (PRON))) (PUNC))) 6.4 (ADJ))) (PUNC)))
(TOP (S (NP (PRON)) (VP (V) (NP ' (TOP (S (VP (V) (NP (DET+NOUN)) (NP
(DET+NOUN ) (DET+ADJ))) (PUNC))) (ADJ))) (PUNC)))
30 (TOP (S (NP (PRON)) (NP (NOUN) (NP (TOP (S (VP (V) (NP (DET+NOUN)) (NP
' (DET+NOUN ) (DET+ADJ))) (PUNC))) (NOUN))) (PUNC)))
33 (TOP (S (NP (PRON)) (VP (V)) (TOP (S (VP (V) (NP (DET+NOUN )
' (PUNC))) 65 (DET+NOUN))) (PUNC)))
(TOP (S (NP (PRON)) (VP (V) (NP ' (TOP (S (VP (V) (NP (DET+NOUN )
(DET+NOUN))) (PUNC))) (DET+ADJ))) (PUNC)))
(TOP (S (NP (PRON)) (VP (V) (NP (TOP (S (VP (V) (NP (NP (DET+NOUN))
34 (PRON)) (NP (DET+NOUN))) (SBAR (WHNP (PART)) (S (V)))))
(PUNC))) 6.6 (PUNC)))
(TOP (S (S (NP (PRON)) (VP (V) (NP ' (TOP (S (VP (V) (NP (NP (DET+NOUN))
(DET+NOUN)))) (PUNC))) (SBAR (WHNP (PART)) (S (NOUN)))))
(TOP (S (NP (PRON)) (VP (V) (NP (PUNC)))
35 (PRON)) (NP (NOUN) (NP (PRON)))) (TOP (S (VP (V) (NP (DET+NOUN )
(PUNC))) 6.7 (NOUN))) (PUNC)))
(TOP (S (S (NP (PRON)) (VP (V))) ' (TOP (S (VP (V) (NP (NP (DET+NOUN))
36 (CONJ) (S (VP (V) (NP (NP (NOUN)))) (PUNC)))
(DET+NOUN )))) (PUNC))) 68 (TOP (S (VP (V) (NP (NOUN)))
(TOP (S (VP (V) (ADJP (DET+NOUN) ' (PUNC)))
i1 (NOUN))) (PUNC))) (TOP (S (VP (V+PRON) (NP (NOUN))
' (TOP (S (VP (V) (NP (NP (DET+NOUN)) (PP (PREP) (NP (DET+NOUN))))
(NOUN))) (PUNC))) (PUNC)))
40 (TOP (S (VP (V) (NP (NOUN) (TOP (S (VP (V+PRON) (NP (NP (ADJ))
' (NOUN))) (PUNC))) (PP (PREP) (NP (DET+NOUN)))))
(TOP (S (VP (V) (NP (DET+NOUN)) (NP (PUNC)))
43 (NOUN) (ADJ))) (PUNC))) (TOP (S (VP (V+PRON)) (NP (NP
' (TOP (S (VP (V) (NP (DET+NOUN)) (NP 6.9 (NOUN)) (PP (PREP ) (NP
(NOUN) (NOUN))) (PUNC))) (DET+NOUN))))) (PUNC)))
(TOP (SQ (PRT (PART)) (VP (V) (NP (NP (TOP (S (VP (V+PRON) (ADJP (ADJ) (PP
(NOUN ) (DET+NOUN )) (NP (PREP) (NP (DET+NOUN)))))
5.1 (NOUN)))) (PUNC))) (PUNC)))
(TOP (SQ (PRT (PART)) (VP (V) (NP (TOP (S (VP (V+PRON) (NP (ADJ)) (PP
(NOUN) (DET+NOUN))) (PUNC))) (PREP) (NP (DET+NOUN))))
61 (TOP (S (VP (V) (NP (DET+NOUN))) (PUNC)))
' (PUNC))) 610 | (TOP(S(VP (V) (NP (NOUN) (ADJ)))
(TOP (S (VP (V) (NP (NP (DET+NOUN)) ‘ (PUNC)))
(PP (PREP) (NP (DET+NOUN))))) 611 | (TOP(S(VP (V) (NP (NOUN) (NP
(PUNC))) ' (NOUN) (NP_(PRON))))) (PUNC)))
6.2 (TOP (S (VP (V) (NP (NP (DET+NOUN)) (TOP (S (VP (V) (NP (NOUN) (NP
(NP (NOUN) (NP (DET+NOUN))))) 61 | (DET+NOUN)))) (PUNC)))
(PUNC))) ' (TOP (S (VP (V) (NP (NOUN)
(TOP (S (VP (V) (NP (DET+NOUN)) (PP (DET+NOUN ))) (PUNC)))
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6.13 (TOP (S (VP (V) (NP (NOUN) (CONJ) (TOP (S (VP (V) (NP (NOUN) (NOUN)

' (NOUN))) (PUNC))) (NP (PRON)))) (PUNC)))

(TOP (S (VP (V+PRON) (PP (PREP) (NP (TOP (S (VP (V+PRON ) (NP
(NOUN) (NP (DET+NOUN))))) 29 (DET+NOUN))) (PUNC)))

6.14 (PUNC))) : (TOP (S (VP (V) (NP (PRON)) (NP

(TOP (S (VP (V+PRON) (PP (PREP) (NP (DET+NOUN))) (PUNC)))

(NOUN) (DET+NOUN)))) (PUNC))) (TOP (S (VP (V+PRON ) (NP

(TOP (S (VP (V+PRON) (PP (PREP) (NP 210 (DET+NOUN ) (DET+ADJ))) (PUNC)))
(NOUN) (NP (NOUN) (NP (PRON)))))) : (TOP (S (VP (V) (NP (PRON)) (NP

6.15 (PUNC))) (DET+NOUN) (DET+ADJ))) (PUNC)))
(TOP (S (VP (V+PRON) (NP (NOUN ) (NP 11 (TOP (S (VP (V+PRON) (NP
(NOUN) (NP (PRON))))) (PUNC))) ' (DET+NOUN) (NOUN))) (PUNC)))
(TOP (S (VP (PRT (PART)) (V) (PP 21 (TOP (S (VP (V+PRON) (NP (NOUN ) (NP

6.16 (PREP) (NP (DET+NOUN)))) ' (DET+NOUN)))) (PUNC)))
(PUNC))) 213 (TOP (S (VP (V+PRON) (NP (NOUN ) (NP

1 (TOP (S (VP (V) (NP (DET+NOUN) ' (NOUN) (NP (PRON))))) (PUNC)))

' (DET+NOUN))) (PUNC))) 214 (TOP (S (VP (V+PRON ) (NP (NOUN)

75 (TOP (S (VP (V) (NP (DET+ADJ) ' (ADJ))) (PUNC)))

' (NOUN))) (PUNC))) (TOP (S (VP (V) (NP (NP (DET+NOUN))
(TOP (S (VP (V) (NP (DET+NOUN)) (NP 215 (SBAR (WHNP (PART)) (S (VP (V) (NP
(NOUN) (NP (PRON)))) (PUNC))) : (DET+NOUN)) (PP (PREP ) (NP

7.3 (TOP (S (VP (V+PRON ) (NP (NOUN)))))))) (PUNC)))
(DET+NOUN ) ) (NP (NOUN ) (NP 216 (TOP (S (VP (V) (NP (PRON)) (NP
(PRON)))) (PUNC))) ' (NOUN) (NP (PRON)))) (PUNC)))

24 (TOP (S (VP (V) (NP (DET+NOUN)) (NP (TOP (S (VP (V) (NP (DET+NOUN)

' (NOUN) (NP (PRON)))) (PUNC))) (DET+NOUN) (ADJ))) (PUNC)))
(TOP (S (VP (V+PRON ) (NP (NP (TOP (S (VP (V) (NP (DET+NOUN )
(DET+NOUN) (DET+NOUN )) (SBAR (DET+NOUN) (NOUN))) (PUNC)))
(WHNP (PART)) (S (VP (V+PRON ) (NP (TOP (S (VP (V) (NP (NOUN) (NP
(NOUN) (NP (PRON)))))))) 81 (DET+NOUN) (NOUN)))) (PUNC)))

25 (PUNC))) : (TOP (S (VP (V) (NP (NOUN)) (S (NP

' (DET+NOUN ) ) (ADJP (ADJ))))

(TOP (S (VP (V) (NP (NP (DET+NOUN) (PUNC)))

(DET+NOUN ) ) (SBAR (WHNP (PART) ) (TOP (S (VP (V) (NP (DET+NOUN)
(S (VP (V+PRON) (NP (NOUN) (NP (DET+NOUN) ) (NP (NOUN)))
(PRON)))))))) (PUNC))) (PUNC)))

(TOP (S (VP (V) (NP (DET+NOUN) ) (NP (TOP (S (VP (V) (NP (NOUN)

(NP (DET+NOUN) (DET+ADJ)) (SBAR (DET+NOUN ) ) (NP (NOUN)))
(VP (V) (NP (NOUN)) (PP (PREP) (NP 8.2 (PUNC)))

(DET+NOUN))))))) (PUNC))) TOP (S (VP (V) (NP (NOUN)

7.6 (DET+NOUN) (NOUN))) (PUNC)))
(TOP (S (VP (V) (NP (NP (DET+NOUN ) (TOP (S (VP (PRT (PART)) (V) (NP (NP
(DET+NOUN ) (DET+ADJ)) (SBAR (VP 9.1 (DET+NOUN ) ) (CONJ) (DET+NOUN)))
(V) (NP (NOUN)) (PP (PREP) (NP (PUNC)))

(DET+NOUN))))))) (PUNC))) (TOP (S(VP (V) (NP (NOUN)))
(TOP (S (VP (V) (NP (NP (DET+NOUN ) 1011 puNC)Y))

(DET+NOUN ) ) (SBAR (WHNP (PART) ) 10.2 (TOP (S (VP (V) (NP (DET+NOUN)))
(S(VP (V)(NP (PRON))))))) ' (PUNC)))

77 (PUNC))) (TOP (S(S (VP (V) (NP (DET+NOUN))))
(TOP (S (VP (V) (NP (NP (DET+NOUN ) 11.1 (CONJ) (S (VP (V+PRON ) (NP
(DET+NOUN ) ) (SBAR (WHNP (PART)) (DET+NOUN)))) (PUNC)))

(S(VP (V) (NP (PRON)))))))
(PUNC))) Appendix B: ACL Rules with the number of sentences per

-, (TOP (S (VP (V) (NP (NOUN) (NP rule

' (NOUN) (NP (PRON))))) (PUNC)))
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Rule # of +tox A Hple pul)deld +28)s -
code Rule sentenc 6.9 (AL G pusl) )5 2 pud 10
‘ es 6.10 | (i)l +(ale an)dels +di)i z 13
H(ke) oA () )l Se) o 2 A5 Hele pul)deli +dad)a
11 -((fm)ﬁu" S 19 611 | (<0 )] Sl filins 20
(2 pasl) o3+ pndl)Nsa) e Iy + Ndeli +Jad)ci »
(e pul) s & ethae ia 6.12 ?L)Ju a)f; - e 20
1.2 (2 pu) 2 : 16 +ahe G at(ple aul)delit Jad)a z
S ) o (3] ) Mise) o @ 6.13 | .((cle pul)h shane o 17
13 | (o) 14 +oa Cia (G o) Jeb +dmd) i
Alan) saat(db e anl)lNine) g e sl )and H(ale anl) 55 yme an
Home pa)deld +dad + 5 jayidad 6.14 | .((J 19
2.1 (amEey=)m Jsmia 5 Foa Cia (G o) Jeld +dmd) i
Z)oi H(deaiie jam)ldie)w iz Filioas 28 5 (e anl) 55 s aul
3.1 (20 2)dele +0rd)aad 11 6.15 | (S pa)ad) il 17
Hibian b H(ealie pana)ltise) s (e o)l +dd + 5 Caya)ch
pual)and H(h i me pashjl) iliaa 6.16 | (b Syme pul) s ma pnd + 3 i 5
3.2 (DG Syaa ; 5 J e +(Jb Gyme pul)de bt dad) i 7
7)o H(deadie yra)ltie)on @ 7.1 (5 S yra anl)ay 27
3.3 (o u=)Jeld +daé)=}glaé 23 Jsmie +(Jh e and)eli +ad) i
T ) H(dalle ped)lie) iz 72 | (S ey 17
) el (e ) srde +d)ioled Jsmia (b Cme ) Jeli +dab) s
3.4 (=D ‘ 5 73 (20 )] Cilias +ilias 4 12
7)o H(deadie ya)ltie) o @ Jsxia (Al Cime al)Jels +dnd)ca &
4 dprde (S 2 )deld Fdai)led 74 | (o) (b Gy pul)a 5
35 (20 p2)A) Sl +ilias 5 Jsmie +(Jh e aud)deli +0ad) i
Ff)iled @) s H(0s o)) @ (U 30 )it (b Cime puslyts
g) tebhe Cha (o pa)detd (e (=)ol riyiled 7 )Alal) dles
dsade +(0se pa)deld +dad)iilad Gyl Cilina +iline 43 J paia
3.6 ((CTEFT) 5 7.5 (e S
(b Gime pad g 1ad feuli) o @ J 3w (Ul Ciymn o) o 0d) i -
4.1 (38 puh)la a4 9 (U350 ) ins (b o yra ansl)
Hple p)leand et Gl (20 ) Jeld +Urd)lad ¢ )alall Alen
4.2 (208 pu)la ot 15 e anl) )5 e anl +a Ca s
(b e pul)lgand +ad i) on 7.6 (e 5
4.3 (23 (2 e aul)la pua 5 Jsmie +(Jh Ciyme and)Jels +ad) i
pul)deld b Halgdind ija Yol & 2 (ST Rw) ICRLE (S PR SPDR) Y
5.1 (b Sme pul)dy J smia +(ple 20 U=)deld +Jad)ialad z)dliall dlea
6.1 (L G ya anl)Jeli +d28)ca & 31 7.7 (20 p2)A Js2ia +(e 5
Coart (L e anl)Jelitdad)a = 4 dnde +(ple aul)Jeld +dad)a &
6.2 (Dl Soyma a5 yma a4 50 6 7.8 (22 o)) e Hibag 11
i H(b G sl Jeli +ri) s el dsnie (e pa)de +dad) iz
Cia (Al Ciyme an) 3 and 4 a0 7.9 (b < e 5
6.3 (L Sane pul)ca ghase aul +alac 5 ) smie H(Cae () Jels +dad)ci 7
(b G ) Jelé +ad)i 70| (b sl (b e 5
6.4 () 15 ) Jsrda +(Ce =) deld +dad)a o
(b Gyme ) Jelé +md) i 711 | ((CoAds (b e 5
6.5 (b G yre)ans 11 Jsie +(Cae Gm)deli + Jad) i
(L e anl)Je bt dai) i 7 712 | ((db s pu)ans H(ple aul)ay 5
)kl Alas (U s 50 ol jans )ty dsmde H(Ce pa)delé +ad) i ¢
6.6 | .((((Lss L=)Jes +Usd)aslas 8 pa)adl Cilias +ibine A8 55 +H(ale
Jsrie H(db G e aul)deld +08)c = 713 | (= 5
6.7 (D) k)4 5 sl ) J sz (e ) Jels +dxd) ¢
6.8 | ((ele o) Jelitdei)i 2 18 714 | ((Ba)omi +(S >
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s (5w 50 ) Dand +( b o2
(e =) deld +adiled gLl
) (e ul)as I sie
(Gl BIF el S ol Se)
deld +( e ()t Jsaie +dad)a
716 | (<o ) Cilias tiilias 12
Jsrie H(dL G jre aul)deld +0a8)c =
anl)240 J saie +H(dL Cayra anl) 14

8.1 (S 7
Jsnda H(ple pul)deld +dud)d 2
pul)24 Jsnie (e me anl) 40
8.2 (S 7
o2)delitdad fo ey e i)
G (L Cre anl) Jsrie (e

9.1 (D S yme aul)d shans and idac
10.1 | (e awh)Jelill il +Jaé)d = 8
10.2 | (b Syme pi)Jelill il +dad) i 8
o H(Jb e ) Jelé e 2
(e U)ol +dad)aulad £) falae
111 | ((((Dh Sms anlyas Jsria 5

Appendix C: ACL rules corresponding to the
same syntactic structure

Rules
codes Syntactic structure

(TOP (S (VP (V) (NP (NOUN ) (NP
6.11,7.8 | (NOUN) (NP (PRON))))) (PUNC)))
(TOP (S (VP (V) (NP (DET+NOUN )
7.4.8.1 (DET+NOUN ) (ADJ) ) ) (PUNC)))
(TOP (S (VP (V) (NP (NOUN)))
6.8,10.1 | (PUNC)))

(TOP (S (VP (V) (NP

6.1,10.2 | (DET+NOUN))) (PUNC)))

(TOP (S (VP (V) (NP (DET+NOUN )
6.4,6.7 (NOUN ) )) (PUNC)))

(TOP (S (VP (V) (NP (DET+NOUN )
6.5,7.1 (DET+NOUN ) )) (PUNC)))

(TOP (S (VP (V+PRON ) (NP (NOUN )

(NP (NOUN ) (NP (PRON)))))
7.13,6.15 | (PUNC)))
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